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#### Abstract

In this paper, we propose an efficient method to solve polynomial systems whose equations are left invariant by the action of a finite group $G$. The idea is to simultaneously compute a truncated SAGBI-Gröbner bases (a generalisation of Gröbner bases to ideals of subalgebras of polynomial ring) and a Gröbner basis in the invariant ring $\mathbb{K}\left[\sigma_{1}, \ldots, \sigma_{n}\right]$ where $\sigma_{i}$ is the $i$-th elementary symmetric polynomial. To this end, we provide two algorithms: first, from the $F_{5}$ algorithm we can derive an efficient and easy to implement algorithm for computing truncated SAGBI-Gröbner bases of the ideals in invariant rings. A first implementation of this algorithm in C enable us to estimate the practical efficiency: for instance, it takes only 92 s to compute a SAGBI basis of Cyclic 9 modulo a small prime. The second algorithm is inspired by the FGLM algorithm: from a truncated SAGBI-Gröbner basis of a zero-dimensional ideal we can compute efficiently a Gröbner basis in some invariant rings $\mathbb{K}\left[h_{1}, \ldots, h_{n}\right]$. Finally, we will show how this two algorithms can be combined to find the complex roots of such invariant polynomial systems.


Categories and Subject Descriptors: I.1.2 SYMBOLIC AND ALGEBRAIC MANIPULATION Algorithms Algebraic algorithms
General Terms: Algorithms, Performance, Reliability
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## 1. INTRODUCTION

Solving polynomial equations is a fundamental problem in Computer Algebra; an important subproblem is to solve polynomial systems having some symmetries (for instance when the associated algebraic variety is invariant under the action of some finite group). Several problems can be modeled by such system having this property: for instance the well

[^0]known cyclic $n$ problem [3] or in Cryptography the NTRU cryptosystem system[14] leads to a system which is invariant by the cyclic group. To the best of our knowledge, it is an open issue how to solve efficiently such systems using exact methods. In this paper, we consider a yet more restricted problem, namely the problem of finding the zeros of an ideal $I=\left\langle f_{1}, \ldots, f_{m}\right\rangle \subset \mathbb{K}\left[x_{1}, \ldots, x_{n}\right]$ such that each $f_{i}$ is invariant by the action of a finite group $G$ not equal to the symmetric group $\mathfrak{S}_{n}$.
Of course, for such systems it is always possible to compute a Gröbner basis but this is unsatisfactory because symmetries of the initial system are destroyed during the computation and the number of solutions is a multiple of $|G|$. In [1], Colin proposed to use invariants [4] to reformulate the problem; according to our experience, this method is not always optimal since it is difficult, in practice, to compute the primary and secondary invariants (including the algebraic relations between them); moreover the resulting systems (depending only on the invariants) are, very often, more difficult to solve than the original ones.
The idea presented in this paper is to compute a Gröbner basis in some invariant ring $\mathbb{K}\left[\sigma_{1}, \ldots, \sigma_{n}\right]$ where $\sigma_{i}$ is the $i$-th elementary symmetric polynomial. To this end, we show that we can use a slightly modified version (algorithm 2) of the FGLM algorithm [11]. To apply the FGLM algorithm we need a normalForm function (in fact an invariant version of the normalForm); such a function can be obtained from the knowledge of a SAGBI-Gröbner basis (abbreviated by SG-basis). Therefore, the main goal of this paper is to describe a new efficient algorithm (algorithm 1) for computing SAGBI-Gröbner basis: we call this algorithm the $F_{5}$-invariant algorithm since it an adaptation of the $F_{5}$ algorithm [10]. A technical difficulty arise from the fact that, in general, SAGBI-Gröbner are not finite; to overcome this problem we have to apply simultaneously truncated version of the $F_{5}$-invariant and FGLMinvariant algorithms until we find the (finite) invariant Gröbner basis in $\mathbb{K}\left[\sigma_{1}, \ldots, \sigma_{n}\right]$. It is important to point out that the size of this Gröbner basis in $\mathbb{K}\left[\sigma_{1}, \ldots, \sigma_{n}\right]$ is much smaller than the corresponding Gröbner basis in $\mathbb{K}\left[x_{1}, \ldots, x_{n}\right]$ w.r.t all parameters: number of polynomials, size of the coefficients, number of solutions (an example of such a behavior is given in example 4).

A first implementation of our algorithms has been made in the Maple 12 Computer Algebra system and have been
successfully tried on a number of examples; As reported in section 3.5, a low level implementation (in C) of the new $F_{5}$-invariant algorithm enable us to demonstrate the effectiveness of the method.
The paper is organized as follows. In section 2, we will give some basic definitions of invariants rings, we introduce the notion of Sagbi Gröbner bases and the definition of Gröbner basis in invariant rings. In Section 3, we concentrate on our first main goal: we will give an equivalent of the $F_{5}$ criterion in the invariant case (proposition 4) and we describe the algorithm for computing SG-basis for ideals in invariant rings of finite matrix groups (algorithm 1). Section 4 provides a FGLM like algorithm for converting a SG-basis into a Gröbner basis. As an application of our algorithms, we will describe in section 5 a general method to compute all the solutions of polynomial equations which are left invariant by the action of a finite group $G$; we conclude this section by an application to the cyclic $n$ problem.

## 2. SAGBI-GRÖBNER BASES AND GRÖBNER BASES IN INVARIANT RING.

This section may be skipped by readers familiar with elementary (SAGBI) Gröbner bases theory.

### 2.1 Frequently used notation

In this paper, we suppose that $\mathbb{K}$ is a field of characteristic zero or $p$ such that $|G|$ and $p$ are coprimes; $R=\mathbb{K}\left[x_{1}, \ldots, x_{n}\right]$ is the ring of polynomials and we fix an admissible monomial order $\prec$ (only well-orderings of the monomials are considered; for a precise definition of a monomial ordering on $R$ we refer to [8] p. 53). For a polynomial $f \in R$, we denote by $L M_{\prec}(f)$ (resp. $L T_{\prec}(f)$ and $L C_{\prec}(f)$ the leading monomial (resp. the leading term and the leading coefficient) of $f$ with respect to $\prec$. We denote by $T$, the set of all terms of $x_{1}, \ldots, x_{n}$ and by $T(f)$ the set of all terms of $f$. By extension, for any set $F$ of polynomials, we define $L M_{\prec}(F)=$ $\left\{L M_{\prec}(p) \mid p \in F\right\}$ and $L T_{\prec}(F)=\left\{L T_{\prec}(p) \mid p \in F\right\}$.

### 2.2 Invariants rings

This subsection describes the basic properties of the invariant rings. Let $G$ be a subgroup of $n \times n$ invertible matrices with entries in the field $\mathbb{K}$. We use the notation $X$, for column vector of the variables $x_{1}, \ldots, x_{n}$. A polynomial $f \in R$ is called an invariant polynomial if $f(A . X)=f(X)$ for all $A \in G$. The invariant ring $R^{G}$ of $G$ is the set of all invariant polynomials.

Example 1. Consider the cyclic matrix group $G$ generated by matrix $A=\left(\begin{array}{cc}0 & 1 \\ -1 & 0\end{array}\right)$. Clearly, $f=x_{1}^{2}+x_{2}^{2}$ is invariant while $g=x_{1} x_{2}$ is not invariant, because $g(A . X) \neq$ $g(X)$.

Even if $R^{G}$ is not finite dimensional as a $\mathbb{K}$ vector space, we have a decomposition of $R^{G}$ into its homogeneous components, which are finite dimensional. This decomposition is similar to the decomposition of $R$. Let $R_{d}$ denote the vector space of all homogeneous polynomials of degree $d$, then we have $R=\bigoplus_{d \geq 0} R_{d}$. The monomials of degree $d$ form a vector space basis of $R_{d}$. Now, observe that the action of $G$ preserves the homogeneous components. Hence we obtain also a decomposition of the invariant ring $R^{G}=\bigoplus_{d \geq 0} R_{d}^{G}$.

The following Reynolds operator can be used to compute a vector space basis of $R^{G}$.

Definition 1. Let $G$ be a finite group. The Reynolds operator of $G$ is the map $\Re: R \longrightarrow R^{G}$ defined by $\Re_{G}(f)=$ $\Re(f)=\frac{1}{|G|} \sum_{\sigma \in G} f(\sigma . X)$ for $f \in R$.

We recall the following properties of the Reynolds operator:
Proposition 1. ([8]) Let $\Re$ be the Reynolds operator of the finite matrix group $G$.
(i) $\Re$ is $\mathbb{K}$-linear.
(ii) If $f \in R$, then $\Re(f) \in R^{G}$
(iii) If $f \in R^{G}$, then $\Re(f)=f$.

It is easy to prove that, for any term $t$ the Reynolds operator gives us a homogeneous invariant $\Re(t)$. Such invariants are called orbit sums. The set of orbit sums is a vector space basis of $R^{G}$, so any invariant can be uniquely written as a linear combination of orbit sums. Now, we give a special representation of invariant polynomials which is used in the next section. For this, we introduce the following terminology.

Definition 2. A term in $L T\left(R^{G}\right)$ is called an initial term. We denote by $\mathcal{T}$ the set of all initial terms.

Lemma 1. Every $f \in R^{G}$ can be written uniquely as $f=$ $\sum_{\alpha} c_{\alpha} \Re\left(m_{\alpha}^{*}\right)$, where $c_{\alpha} \in \mathbb{K}$ and $m_{\alpha}^{*}$ are initial monomials.

PROOF. from proposition 1 and definition 2.
In the rest of this paper, we suppose that all representations of invariant polynomials are always in the above form.

### 2.3 Symmetric Polynomials

Now that we have the definition of invariant polynomial, we can look at the most familiar example of invariant polynomials which called symmetric polynomials.

Definition 3. A polynomial $f \in R$ is said to be symmetric if it is invariant under the symmetric group $\mathfrak{S}_{n}$.

The coefficients of the polynomial $f(z)=\left(z+x_{1}\right) \cdots(z+$ $\left.x_{n}\right)=z^{n}+\sigma_{1} z^{n-1}+\ldots+\sigma_{n}$ with respect to new the variable $z$ are the so called elementary symmetric polynomials : $\sigma_{1}=x_{1}+x_{2}+\ldots+x_{n}, \sigma_{2}=x_{1} x_{2}+\ldots+x_{n-1} x_{n}, \cdots, \sigma_{n}=$ $x_{1} \ldots x_{n}$. From the elementary symmetric polynomials, we can construct other symmetric polynomials by taking polynomials in $\sigma_{1}, \ldots, \sigma_{n}$. This lead us to the well known theorem.

THEOREM 1. (Fundamental Theorem of Symmetric polynomials) Every symmetric polynomial in $R$ can be written uniquely as a polynomial in the elementary symmetric polynomials $\sigma_{1}, \ldots, \sigma_{n}$.

An obvious consequence of the above theorem is that $\mathbb{K}\left[x_{1}, \ldots, x_{n}\right]^{\mathfrak{G}_{n}}=\mathbb{K}\left[\sigma_{1}, \ldots, \sigma_{n}\right]$.

### 2.4 SAGBI Gröbner basis in Invariant rings

In this subsection, we recall the definition of SG-basis which is an analog of Gröbner basis for ideals in $k$-subalgebras [12]. Then, we will present basic properties of SG-basis in invariant rings. For the sake of simplicity, we assume that all the polynomials are homogeneous. Let $f_{1} \ldots, f_{m}$ be invariant polynomials and $I$ (resp. $I^{G}$ ) represent the ideal generates by $f_{1} \ldots, f_{m}$ in $R$ (resp. $R^{G}$ )

Definition 4. [16, 15] $A$ subset $F \subseteq I^{G}$ is a SAGBI Gröbner basis (SG-basis) of $I^{G}$ if $L T(F)$ generates the initial ideal $\left\langle L T\left(I^{G}\right)\right\rangle$ as an ideal over the algebra $\left\langle L T\left(R^{G}\right)\right\rangle$. It is called a partial SG-basis up to degree $D$ of $I^{G}$ if $L T(F)$ generates $\left\langle L T\left(I^{G}\right)\right\rangle$ up to degree $D$.

REMARK 1. In contrast with ordinary Gröbner basis theory, a SG-basis is not necessarily finite.

We continue by describing an equivalent of the reduction in $R^{G}$.

Definition 5. Let $f, g, p \in R^{G}$ with $f, p \neq 0$ and let $P$ be a finite subset of $R^{G}$. Then we say that
i) $f$ SG-reduces to $g$ modulo $p$, if $\exists t \in T(f), \exists s \in L M\left(R^{G}\right)$ such that $s \cdot L T(p)=t$ and $g=f-\left(\frac{a}{L c(p) \cdot L c(\Re(s))}\right) \cdot \Re_{G}(s) \cdot p$ where $a$ is the coefficient of $t$ in $f$.
ii) $f$ SG-reduces to $g$ modulo $P$, if $f$ SG-reduces to $g$ modulo $p$ for some $p \in P$.

From this we obtain straightforwardly the definition of the following concept: SG-reducible and SG-NormalForm.

Basic properties of SG-basis are presented in [17, 16, 15]. For the sake of completeness, we will review some of the standard fact on SG-bases.

Proposition 2. For a subset $F$ of an ideal $I^{G} \subseteq R^{G}$ the following properties are equivalent :
a) $F$ is a SG-basis for $I^{G}$.
b) For every $h \in I^{G}$, SG-NormalForm $(h, F)=0$.

Corollary 1. A SG-basis for $I^{G}$ generates $I^{G}$ as an ideal of $R^{G}$.

It is easy to show that the proposition above continues to hold if we restrict our discussion to SG-basis up to some degree $D$. Hence, if a SG-basis up to degree $D$ of $I^{G}$ has already been computed, then this is enough to test the membership in $I^{G}$ for any polynomial $f$ with $\operatorname{deg}(f) \leq D$.
Now, suppose in addition that $\operatorname{dim}(I)=0$. It is known that $A=R / I$ is a finite $\mathbb{K}$ vector space and that the set $B=\left\{x^{\alpha} \mid x^{\alpha} \notin\langle\mathrm{LT}(I)\rangle\right\}$ form a basis of $A$ (more precisely, their cosets form a basis). We can obtain the same result for the vector space $A^{G}=R^{G} / I^{G}$. For this, we consider the map

$$
\phi\left(\begin{array}{ccc}
R^{G} & \longrightarrow & R / I \\
f & \longmapsto & f+I
\end{array}\right)
$$

We claim that $\operatorname{ker}(\phi)=I^{G}$. Clearly $I^{G}$ lies in the kernel. Conversely, an element $f$ in the kernel has the form $f=$ $h_{1} f_{1}+\ldots+h_{n} f_{m}$ and applying the Reynolds operator $\Re$ yields $f=\Re(f)=\Re\left(h_{1}\right) f_{1}+\ldots+\Re\left(h_{n}\right) f_{m} \in I^{G}$.
Therefore we have an embedding $R^{G} / I^{G} \hookrightarrow R / I$ and conclude that the vector space $A^{G}$ is of finite dimension. Furthermore, the set $\left\{\Re\left(x^{\alpha}\right) \mid x^{\alpha} \notin\left\langle L T\left(I^{G}\right)\right\rangle\right\}$ is a basis of $A^{G}$.

REMARK 2. A term $t$ of $<L T\left(R^{G}\right)>$ is standard if $t \notin<$ $L T\left(I^{G}\right)>$. Orbit sums of a standard term $t$ is called a standard invariant. $R^{G}$ is the direct sum of $I^{G}$ of the vector space spanned by the standard invariants. Hence, SG-NormalForm of an invariant $f$, is necessarily a unique linear combination of standard invariants.

### 2.5 Gröbner bases in invariant ring.

We introduce the definition and the associated notions of Gröbner basis in some invariant ring. First, we will introduce the notion of invariancy in algebraic geometry. Let $G \subset \mathfrak{S}_{n}$ be a finite group.

Definition 6. The orbit of a point $\boldsymbol{a}=\left(a_{1}, \ldots, a_{n}\right) \in$ $\mathbb{K}^{n}$ is the set $\left\{g . \boldsymbol{a}=\left(a_{g(1)}, \ldots, a_{g(n)}\right) \mid g \in G\right\}$, and is called the $G$-orbit of $a$.

Note that the group $G$ can act on an affine space $\mathbb{K}^{n}$ just as easily as it can act on a polynomial ring $R$. This notion leads to our next definition.

Definition 7. The set of all $G$-orbits in $\mathbb{K}^{n}$ is denoted $\mathbb{K}^{n} / G$ and called the orbit space of $G$.
Let $F=\left\{f_{1}, \ldots, f_{s}\right\}$ be a set of polynomials which are invariant under the action of the group $G$. Then, the ideal $I=<F>$ is a set which is invariant under the action of $G$ on $R$, and its variety $\mathbb{V}(F)=\mathbb{V}(I)$ is invariant under the action of $G$ on $\mathbb{K}^{n}$. If we compute a Gröbner basis to obtain $\mathbb{V}(I)$ from $I$, we start with a symmetric set but we obtain a Gröbner basis containing asymmetric polynomials, and we are faced with the task of restoring the symmetry, by using the asymmetric set to compute the symmetric variety $\mathbb{V}(I)$. We need the following definition.

DEFINITION 8. If the variety $\mathbb{V}(I)$ is invariant under the action of finite group $G$, we define the relative orbit variety $\mathbb{V}(I) / G$, whose points are the $G$-orbits of zeroes of $I$.
Intuitively the idea is to compute a Gröbner basis associated with the relative orbit variety $\mathbb{V}(I) / G$ instead of a Gröbner basis of $\mathbb{V}(I)$ itself. It is easy to reconstruct the properties of $\mathbb{V}(I)$ from $\mathbb{V}(I) / G$.
A famous theorem of Hilbert state that $R^{G}$ is finitely generated. So there exists a finite set of polynomials $\left\{h_{1}, \ldots, h_{r}\right\}$ such that $R^{G}=\mathbb{K}\left[h_{1}, \ldots, h_{r}\right]$. According to this point of view, we can introduce following definition.

Definition 9. Let $h_{1}, \ldots, h_{r}$ be some polynomials which are invariants by the action of the finite group $G$. Let I be an ideal generated by invariant polynomials. We introduce $r$ new variables $H_{1}, \ldots, H_{r}$ and we consider in
$\mathbb{K}\left[x_{1}, \ldots, x_{n}, H_{1}, \ldots, H_{r}\right]$ the following ideal:

$$
J=I+\left\langle H_{1}-h_{1}\left(x_{1}, \ldots, x_{N}\right), \ldots, H_{r}-h_{r}\left(x_{1}, \ldots, x_{N}\right)\right\rangle
$$

Then, by definition, a Gröbner basis of $J \cap \mathbb{K}\left[H_{1}, \ldots, H_{r}\right]$ is an invariant Gröbner basis of $I$ in the invariant ring $\mathbb{K}\left[h_{1}, \ldots, h_{r}\right]$. We denote by $G_{\mathbb{K}\left[h_{1}, \ldots, h_{r}\right] G}(I, \prec)$ this basis.

REMARK 3. In practice, we will choose a weighted monomial ordering in $\mathbb{K}\left[x_{1}, \ldots, x_{n}, H_{1}, \ldots, H_{r}\right]$ with weights $\left(1, \ldots, 1, \operatorname{deg}\left(h_{1}\right), \ldots, \operatorname{deg}\left(h_{r}\right)\right)$.

Proposition 3. An invariant Gröbner basis in the invariant ring $\mathbb{K}\left[h_{1}, \ldots, h_{r}\right]$ is always finite.

Proof. This is obvious from the fact that the invariant Gröbner basis is a Gröbner basis of $J \cap \mathbb{K}\left[H_{1}, \ldots, H_{r}\right]$.

REMARK 4. It is easy to compute an invariant Gröbner basis in the invariant ring $\mathbb{K}\left[h_{1}, \ldots, h_{r}\right]$ using elimination theory but in that case we have to deal with non symmetric intermediate objects; the goal of the paper is to compute this invariant Gröbner basis without loosing the symmetries.

REMARK 5. An important particular case is the following: we consider the symmetric group $\mathfrak{S}_{n}$ and the invariant ring $\mathbb{K}\left[x_{1}, \ldots, x_{n}\right]^{\mathfrak{G}_{n}}=\mathbb{K}\left[\sigma_{1}, \ldots, \sigma_{n}\right]$ then $G_{\mathbb{K}\left[\sigma_{1}, \ldots, \sigma_{n}\right] \mathfrak{G}_{n}}(I, \prec)$ is a symmetric invariant Gröbner basis of an ideal I.

## 3. F5-INVARIANT ALGORITHM

In [18], Thiéry give a variant of the Buchberger's algorithm to compute SG-basis up to some degree $D$ of invariant rings of permutation groups. Also, he provided a Buchberger-like criterion to skip the computation of unnecessary S-pairs. Although this criteria avoid many reductions to zero, still many useless pairs remain undetected. Our aim, in this section, is to give a new practical algorithm and a criteria to avoid useless computations.

### 3.1 Macaulay and $F_{5}$-INVARIANT matrices

The following definition is an obvious generalization of Macaulay's matrix in invariant rings:

Definition 10 (Macaulay's Matrix Invariant). Let $f_{1}, \ldots, f_{t}$ be homogeneous invariant polynomials with
$\operatorname{deg}\left(f_{i}\right)=d_{i}$ and $d_{1} \leq \ldots \leq d_{m}$. The Macaulay's matrix invariant $f_{1}, \ldots, f_{m}$ of degree $d$ is the matrix whose rows are all the products $\Re(t) . f_{i}$ where $t$ is an initial term of degree $d-d_{i}$ and the columns are indexed by all initial monomials of degree $d$ (sorted by $\preceq$ ).
We will use the symbol $M_{d, m}$ to denote the Macaulay's matrix invariant.

We will present in subsection 3.3 a matrix version of the algorithm $F_{5}$ [10] for computing SG-basis.

Similarly to [9] we consider matrix representations of all the polynomials encountered during the $F_{5}$ algorithm, and it is convenient to view a matrix $M=\left(M_{s, t}\right)$ as a map

$$
(s, t) \in S \times T^{\prime} \longrightarrow M_{s, t} \in \mathbb{K}
$$

where $S$ is a finite subset of $\mathbb{N}$ and $T^{\prime}$ a finite subset of $\mathcal{T}$ ordered using a graded ordering. A row indexed by $s=\left(i, m^{\prime}\right)$ will be used to label the polynomial $\Re\left(m^{\prime}\right) \cdot f_{i}$ or any combination with smaller polynomials: $\Re\left(m^{\prime}\right) \cdot f_{i}+\sum_{t \prec m} \mathfrak{R}(t) \cdot f_{i}+$ $\sum_{j<i} \mathfrak{R}\left(h_{j}\right) . f_{j}$. Hence, a row in the matrix ( $M_{s, t}$ ) is specified by its index $s$, and we identify the vector $\operatorname{Row}(M, s)=\left[\mathrm{M}_{s, t} \mid t \in\right.$ $T]$ and the polynomial $\sum_{t \in \mathcal{T}} M_{s, t} . \Re(t)$; the leading term of a row is the leading term the corresponding polynomial. We fix the following notation: $\operatorname{Rows}(M)=S$ and $\operatorname{LT}(M)$ is the set of leading term of all rows of $(M)$. A valid elementary row operation is $\operatorname{Row}(M, s) \longleftarrow \operatorname{Row}(M, s)+\lambda . \operatorname{Row}\left(M, s^{\prime}\right)$ where $\lambda \in \mathbb{K}, s^{\prime} \in S$ and the additional condition that $s^{\prime}=$ $\left(j^{\prime}, u^{\prime}\right)<(j, u)=s$ (or more explicitly $j^{\prime}<j$ or $\left(j=j^{\prime}\right.$ and $\left.u^{\prime} \prec u\right)$ ). The index of the row is unchanged after a elementary operation. We denoted by $\tilde{M}_{d, i}$ the result of Gaussian elimination applied to the matrix $M_{d, i}$ using a sequence of valid elementary row operations.
The algorithm $F 5$-invariant constructs matrices incrementally degree by degree and equation by equation. Let $d$ be
the current degree and $i$ the current number of polynomials; in other words, we are computing a SG-basis of $\left\langle f_{1}, \ldots, f_{i}\right\rangle$ truncated in degree $d$. The algorithm constructs a submatrix $M_{d, i}$ of the invariant Macaulay matrix and performs row reductions on them. The incremental step from $i-1$ to $i$ introduces the rows corresponding to $\Re(m) . f_{i}$ for all monomials $m$ of degree $d-d_{i}$, where $d_{i}=\operatorname{deg}\left(f_{i}\right)$, that do not appear as leading monomials in the $\tilde{M}_{d-d_{i}, i-1}$ (by application of the $F_{5}$ criterion see proposition 4). The algorithm stops when the current degree is bigger than a given bound $D$.

## $3.2 \quad F_{5}$-INVARIANT Criterion

The following proposition is the key of the $F_{5}$ invariant algorithm.
PROPOSITION 4. [ $F_{5}$-invariant criterion] If $t$ is the leading term of $\operatorname{Row}\left(\tilde{M}_{d-d_{i}, i-1}, s\right)$ where $s=(j, u)<(i, 1)$ then the row $\Re(t) . f_{i}$ indexed by $(i, t)$ belongs to the vector space generated by the rows of $M_{d, i}$ having smaller index.

Proof. The hypothesis is that $t \in L T\left(\tilde{M}_{d-d_{i}, i-1}\right)$, so that $t=L T(h)$ for some $h=\sum_{k=1}^{i-1} \Re\left(t_{k}\right) f_{k}$. This implies that $\Re(t) \cdot f_{i}=\sum_{k=1}^{i-1} \Re\left(t_{k}\right) \cdot f_{k} \cdot f_{i}+(\Re(t)-h) f_{i}$, where the first term belongs to $\left\langle\operatorname{Row}\left(M_{d, i-1}\right)\right\rangle$ and the last one is a linear combination of rows of $M_{d, i}$ having smaller index as $L T(\Re(t)-h) \preceq L T(h)$.

### 3.3 Matrix $F_{5}$-invariant algorithm

We now describe the $F_{5}$-invariant algorithm. Here the admissible order is any admissible monomial ordering.

## Algorithm 1. $F_{5}$-invariant

Input: invariants homogeneous polynomials $\left(f_{1}, \ldots, f_{m}\right)$ with degrees $d_{1} \leq \ldots \leq d_{m}$; a maximal degree $D$.
Output: the elements of degree at most D of a SG-bases of $\left(f_{1}, \ldots, f_{m}\right)$ for $i=1, \ldots, m$.
for $i$ from 1 to $n$ do $G_{i}:=\emptyset$
for $d$ from $d_{1}$ to $D$ do $M_{d, 0}:=\emptyset, \tilde{M}_{d, 0}:=\emptyset$
for $i$ from 1 to $m$ do
if $d<d_{i}$ then $M_{d, i}:=M_{d, i-1}$
else if $d=d_{i}$ then
$M_{d, i}:=$ add new row $f_{i}$ to $\tilde{M}_{d, i-1}$ with index $(i, 1)$
else
$M_{d, i}:=$ add new row $\Re(m) \cdot f_{i}$ for all monomials $m$ of degree $d-d_{i}$ that do not appear as leading monomials in the $\tilde{M}_{d-d_{i}, i-1}$ with index $(i, m)$ in $\tilde{M}_{d, i-1}$. Compute $\tilde{M}_{d, i}$ by Gaussian elimination from $M_{d, i}$ Add to $G_{i}$ all rows of $\tilde{M}_{d, i}$ not reducible by $\operatorname{LT}\left(G_{i}\right)$ return $G_{1} \cup \cdots \cup G_{m}$

Theorem 2. The algorithm $F_{5}$-invariant computes the elements of degree at most $D$ of the reduced SG-bases of $\left\langle f_{1}, \ldots, f_{i}\right\rangle$, for $i=1, \ldots, m$.

Proof. We will use induction on $d$ and $i$. For $d=d_{1}$ and $i=1$, the result is clear. Assuming the induction hypothesis, we now simply have to prove that the rows of $M_{d, i}$ generate $\left\langle f_{1}, \ldots, f_{i}\right\rangle_{d}$. Then we can deduce that $L T\left(\tilde{M}_{d, i}\right)$ generates $L T\left(\left\langle f_{1}, \ldots, f_{i}\right\rangle_{d}\right)$ and the conclusion on $G_{i}$ follows. It is thus sufficient to show that for any $m \in \mathcal{T}_{d-d_{i}}$, the polynomial $\Re(m) . f_{i}$ is generated by the rows of $M_{d, i}$. If $m \in L T\left(\tilde{M}_{d-d_{i}, i-1}\right)$ then by proposition3.2, $\Re(m) . f_{i}$ is generated by rows of the matrix having a smaller index and using the induction hypothesis the result is clear. Otherwise, $\Re(m) \cdot f_{i}$ is entered by the algorithm in $M_{d, i}$. This complete the proof of the theorem.

## $3.4 \quad F_{5}$-invariant example

Let $G$ be the alternating group $A_{3}$ acting on the variables $X=[x, y, z]$. We consider the ring $\mathbb{K}[x, y, z]^{G}$ with graded lexicographic order $x>y>z$. The Reynolds operator is given by $\Re(f)=\frac{1}{3}(f(x, y, z)+f(y, z, x)+f(z, x, y))$. Let $I=\left\langle f_{1}, f_{2}\right\rangle=\left\langle\Re(x), \Re\left(x^{2} y\right)-\Re(x y z)\right\rangle$. Assume that we want to compute the SG-basis of $I$ up to degree 5 . We start with $G_{2}=\left\{f_{1}, f_{2}\right\}$. To compute the SG-bases, we proceed degree by degree. Since the first computation is the most simple we may skip the two first steps. In degree 3, we construct the matrix $M_{3,1}$ whose rows are coefficients of the following polynomials:

$$
\begin{aligned}
& \Re\left(x^{2}\right) \cdot f_{1}=\frac{1}{9} \Re\left(x^{3}\right)+\frac{1}{9} \Re\left(x^{2} y\right)+\frac{1}{9} \Re\left(x^{2} z\right) \\
& \Re(x y) \cdot f_{1}=\frac{1}{9} \Re\left(x^{2} y\right)+\frac{1}{9} \Re\left(x^{2} z\right)+\frac{1}{3} \Re(x y z)
\end{aligned}
$$

with index $\left(1, x^{2}\right)$ and $(1, x y)$ respectively. So

$$
M_{3,1}=\begin{gathered}
\Re\left(x^{2}\right) \cdot f_{1} \\
\Re(x y) \cdot f_{1}
\end{gathered}\left(\begin{array}{cccc}
\Re\left(x^{3}\right) & \Re\left(x^{2} y\right) & \Re\left(x^{2} z\right) & \Re(x y z) \\
\frac{1}{9} & \frac{1}{9} & \frac{1}{9} & 0 \\
0 & \frac{1}{9} & \frac{1}{9} & \frac{1}{3}
\end{array}\right)
$$

It is obvious that $\tilde{M}_{3,1}=M_{3,1}$. We obtain $M_{3,2}$ by adding polynomial $f_{2}$ to $\tilde{M}_{3,1}$ with index $(2,1)$ :

After Gaussian elimination:

$$
\tilde{M}_{3,2}=\left(\begin{array}{cccc}
\frac{1}{9} & \frac{1}{9} & \frac{1}{9} & 0 \\
0 & \frac{1}{9} & \frac{1}{9} & \frac{1}{3} \\
0 & 0 & -1 & -4
\end{array}\right)
$$

Now we have obtained one new polynomial $f_{3}=-\Re\left(x^{2} z\right)-$ $4 \Re(x y z)$. We add $f_{3}$ to $G_{2}$. In degree 4 there is no new polynomial so we may skip this step. In degree 5 , we construct matrix $M_{5,1}$ whose rows are the coefficients of the following polynomials:

$$
\begin{aligned}
& \Re\left(x^{4}\right) \cdot f_{1}=\frac{1}{9} \Re\left(x^{5}\right)+\frac{1}{9} \Re\left(x^{4} y\right)+\frac{1}{9} \Re\left(x^{4} z\right) \\
& \Re\left(x^{3} y\right) \cdot f_{1}=\frac{1}{9} \Re\left(x^{4} y\right)+\frac{1}{9} \Re\left(x^{3} y^{2}\right)+\frac{1}{9} \Re\left(x^{3} y z\right) \\
& \Re\left(x^{3} z\right) \cdot f_{1}=\frac{1}{9} \Re\left(x^{4} z\right)+\frac{1}{9} \Re\left(x^{3} z^{2}\right)+\frac{1}{9} \Re\left(x^{3} y z\right) \\
& \Re\left(x^{2} y^{2}\right) \cdot f_{1}=\frac{1}{9} \Re\left(x^{3} y^{2}\right)+\frac{1}{9} \Re\left(x^{3} z^{2}\right)+\frac{1}{9} \Re\left(x^{2} y^{2} z\right) \\
& \Re\left(x^{2} y z\right) \cdot f_{1}=\frac{1}{9} \Re\left(x^{3} y z\right)+\frac{2}{9} \Re\left(x^{2} y^{2} z\right)
\end{aligned}
$$

So $M_{5,1}$ equal to following matrix (from now we remove $\mathcal{R}$ ):
$x^{4} f_{1}$
$x^{3} y f_{1}$
$x^{3} z f_{1}$
$x^{2} y^{2} f_{1}$
$x^{2} y z f_{1}$$\left(\begin{array}{ccccccc}\frac{1}{9} & \frac{1}{9} & x^{4} z & x^{3} y^{2} & x^{3} y z & x^{3} z^{2} & x^{2} y^{2} z \\ 0 & \frac{1}{9} & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & \frac{1}{9} & 0 & \frac{1}{9} & 0 & 0 \\ 0 & 0 & 0 & \frac{1}{9} & 0 & \frac{1}{9} & 0 \\ 0 & 0 & 0 & 0 & \frac{1}{9} & 0 & \frac{1}{9} \\ \hline\end{array}\right)$

It is easy to see $M_{5,1}=\tilde{M}_{5,1}$. We can obtain $M_{5,2}$ by adding the polynomials $\Re(x y) . f_{2}$ and $\Re\left(x^{2}\right) . f_{2}$ to $\tilde{M}_{5,1}$. By using the $F 5$-invariant criterion we can remove the row $\Re\left(x^{2}\right) \cdot f_{2}$ from
$M_{5,2}$. In other words $M_{5,2}$ is the following matrix
$\left.\begin{array}{l} \\ x^{4} f_{1} \\ x^{3} y f_{1} \\ x^{3} z f_{1} \\ x^{2} y^{2} f_{1} \\ x^{2} y z f_{1} \\ x y f_{2}\end{array} \begin{array}{ccccccc}x^{5} & x^{4} y & x^{4} z & x^{3} y^{2} & x^{3} y z & x^{3} z^{2} & x^{2} y^{2} z \\ \frac{1}{9} & \frac{1}{9} & \frac{1}{9} & 0 & 0 & 0 & 0 \\ 0 & \frac{1}{9} & 0 & \frac{1}{9} & \frac{1}{9} & 0 & 0 \\ 0 & 0 & \frac{1}{9} & 0 & \frac{1}{9} & \frac{1}{9} & 0 \\ 0 & 0 & 0 & \frac{1}{9} & 0 & \frac{1}{9} & \frac{1}{9} \\ 0 & 0 & 0 & 0 & \frac{1}{9} & 0 & \frac{2}{9} \\ 0 & 0 & \frac{1}{9} & \frac{1}{9} & 0 & \frac{-2}{9}\end{array}\right)$

After triangulation

$$
\tilde{M}_{5,2}=\left(\begin{array}{ccccccc}
\frac{1}{9} & \frac{1}{9} & \frac{1}{9} & 0 & 0 & 0 & 0 \\
0 & \frac{1}{9} & 0 & \frac{1}{9} & \frac{1}{9} & 0 & 0 \\
0 & 0 & \frac{1}{9} & 0 & \frac{1}{9} & \frac{1}{9} & 0 \\
0 & 0 & 0 & \frac{1}{9} & 0 & \frac{1}{9} & \frac{1}{9} \\
0 & 0 & 0 & 0 & \frac{1}{9} & 0 & \frac{2}{9} \\
0 & 0 & 0 & 0 & 0 & \frac{1}{9} & \frac{5}{9}
\end{array}\right)
$$

Hence the matrix $\tilde{M}_{5,2}$ give us a new polynomial $f_{4}=$ $\Re\left(x^{3} z^{2}\right)+5 \Re\left(x^{2} y^{2} z\right)$. The $F_{5}$ algorithm stops and returns $\left[f_{1}, f_{2}, f_{3}, f_{4}\right]$.

### 3.5 Experimental Results - Cyclic $n$ problem

As a proof of concept, a first implementation of the $F_{5^{-}}$ invariant algorithm has been made in the Maple 12 Computer Algebra systemMAPLE ${ }^{1}$. It is not easy to perform a direct comparison with other software since there is no equivalent procedure in Magma, Cocoa, Macaulay 2 or Singular. For instance, in Singular, the library sagbi. lib computes SAGBI bases of subalgebras and we cannot use this library to compute a SG basis of any ideals. Therefore, in Maple, we implement two version of the algorithm: one is a Buchberger's-like algorithm and the second one is the $F_{5}$-invariant algorithm (as described in algorithm 1). As a benchmark we use the well known cyclic $n$ problem.
Cyclic $n$ problem. To solve the cyclic $n$ problem [3] we need to find all the (complex) solutions of the following system:

$$
\left(C_{n}\right) \quad f_{1}=\cdots=f_{n-1}=f_{m}-1=0
$$

where $f_{i}=\sum_{j=1}^{n} x_{j} x_{j+1} \cdots x_{j+i-1}$ with $x_{n+1}=x_{1}, x_{n+2}=$ $x_{2}, \ldots$ This system remains invariant when the variables are permuted in a cyclic way and when they are read backwards. More precisely, the system is $D_{n}$-invariant where $D_{n}$ is the dihedral group.
In figure 1, we give the time for computing a SG-basis up to degree 10 of the cyclic $n$ problem (on Intel/XEON 3.20 GHz PC running Linux). Note that we have fix arbitrarily the maximal degree $D=10$ but there is no need to compute up so such a degree for this small examples.

Figure 1: Maple implementation: comparison of F5invariant and Buchberger's-like algorithm for computing a SG-basis truncated in degree 10 for the Cyclic $n$

| Groups | F5-invariant | Buchberger |
| :---: | :---: | :---: |
| cyclic 4 | 309.7 s | 716.2 s |
| cyclic 5 | 2701.8 s | 6830.5 s |
| cyclic 6 | 23655 s | $\infty$ |

As a second proof of concept of the possible efficiency of the method, one of the author has implemented algorithm 1

[^1]in C as a part of the FGb program ${ }^{2}$. The main difference with a classical implementation of $F_{5}$ is that one has to provide an efficient implementation of the product of terms:
$$
\mathfrak{R}(t) \mathfrak{R}\left(t^{\prime}\right)=\alpha_{1} \mathfrak{R}\left(t_{1}\right)+\cdots+\alpha_{k} \mathfrak{R}\left(t_{k}\right)
$$

Of course, such an implementation depends strongly on the finite group $G$; we have thus a dedicated implementation for this operation in the case of the cyclic group $C_{n}$. We report in figure 2, CPU timings for the Cyclic $n$ problem modulo a small prime $p$ (the computer is a laptop Dell E6500, 4Go RAM); for the tests we compute a $D$ truncated SG-basis and we choose $D$ big enough so that we can solve the system (that is to say $D$ so that we can apply the FGLM-Invariant algorithm 2). Obviously, there is a huge speedup between the Maple implementation and the low level implementation. The results are very promising since it takes 1 m 30 s to compute a SG-basis for the Cyclic-9 problem. To give an order of magnitude of time of the problem we have included the CPU for computing a Gröbner basis using the $F_{4}[9]$ implementation in Magma 2.14 (the computer was an Intel/Xeon, 20 Go RAM).

Figure 2: Benchmarks with FGb: F5-Invariant for the Cyclic $n$ problem modulo $p$

| Problem | $D$ truncated <br> $F_{5}$-invariant | $D$ | Magma 2.14 <br> $F_{4}$-Gröbner Basis |
| :---: | :---: | :---: | :---: |
| cyclic 7 | 0.06 s | 12 | 0.3 s |
| cyclic 8 | 0.5 s | 13 | 8.4 s |
| cyclic 9 | 92.2 s | 15 | 575.3 s |
| cyclic 10 | 4788 s | 16 | $>16$ hrs and $>16 \mathrm{Gig}$ |

## 4. FGLM- INVARIANT ALGORITHM

The main goal of this section is to show how SG-bases can be used to compute a Gröbner basis which respects the elementary symmetric polynomials $\sigma_{i}$. In fact, we will present a more general algorithm to convert a SG-basis of an arbitrary zero ideal to a Gröbner basis in some invariant ring $\mathbb{K}\left[h_{1}, \cdots, h_{r}\right]$. From now, we assume that $\operatorname{dim}(I)=0$.

First we give an idea of the algorithm which is very close to the original FGLM algorithm [11]. Assume that we want to compute a Gröbner basis $\mathcal{G}$ of $I^{G}$ in the invariant ring $\mathbb{K}\left[h_{1}, \ldots, h_{r}\right]$ for a lexicographical ordering; it is known that $\mathcal{G}$ contains a univariate polynomial in the variable $h_{r}$ : exists $P=\sum_{i=0}^{m} c_{i} H_{r}^{i} \in \mathbb{K}\left[H_{r}\right]$ such that $P\left(h_{r}\right) \in I^{G}$. Let $\mathcal{G}$ be a SG-basis of $I^{G}$ with respect to any term order up to degree $D$ (with $D$ big enough for instance $D \geq \operatorname{deg}(P)$ ) and $\mathrm{NF}_{\mathcal{G}}$ denote the $S G$-NormalForm modulo $\mathcal{G}$. To find the coefficients of the univariate polynomial in $h_{r}$ we consider the following sets:

$$
\begin{aligned}
& L_{k}=\left\{1, H_{r}, H_{r}^{2}, \ldots, H_{r}^{k}\right\} \text { with } k \in \mathbb{N} . \\
& \quad V_{k}=\left\{1, \mathrm{NF}_{\mathcal{G}}\left(h_{i}\right), \mathrm{NF}_{\mathcal{G}}\left(h_{i}^{2}\right), \ldots, \mathrm{NF}_{\mathcal{G}}\left(h_{i}^{k}\right)\right\} \text { with } k \in \mathbb{N} .
\end{aligned}
$$

The second is obtained from the first set by substituting $H \_i$ by $h_{i}\left(x_{1}, \ldots, x_{n}\right)$ and taking the SG-NormalForm. By proposition 2 we have that for any $\left(c_{0}, \ldots, c_{l}\right) \in \mathbb{K}^{l+1} c_{0} .1+c_{2} . h_{r}+$ $\ldots+c_{l} \cdot h_{r}^{l} \in I^{G}$ iff $c_{0}+c_{1} \cdot \mathrm{NF}_{\mathcal{G}}\left(h_{r}\right)+\ldots+c_{l} \cdot \mathrm{NF}_{\mathcal{G}}\left(h_{r}^{l}\right)=0$ . According to the remark 2 , we can express $\mathrm{NF}_{\mathcal{G}}\left(h_{i}^{j}\right)$ as a unique linear combination of standard invariants for all $j \in \mathbb{N}$. So, all we have to do is to check the linear dependence of $V_{k}$

[^2]with increasing $k$, until we find the coefficients $c_{0}, \ldots, c_{l}$. This coefficients are the coefficients of the desired polynomial.
Now, we will use a similar method and provide an algorithm to convert a SG-basis up to degree $D$ w.r.t $\preceq_{1}$ of a zero-dimensional ideal to an invariant Gröbner basis w.r.t a second monomial ordering $\preceq_{2}$. Our algorithm pick terms $t \in T_{D}\left(H_{1}, \ldots, H_{r}\right)$ by increasing term order for $\preceq_{2}$ and looks for linear combination
$$
\mathrm{NF}_{\mathcal{G}}\left(t^{\prime}\right)+\sum_{u \prec_{2} t} c_{u} \mathrm{NF}_{\mathcal{G}}\left(u^{\prime}\right)=0
$$
with the convention that $t^{\prime}$ (resp. $u^{\prime}$ ) is the result of substituting $H_{i}$ by $h_{i}\left(x_{1}, \ldots, x_{n}\right)$ in $t$ (resp. $u$ ). If there is no such relation then $t$ is a member of the new staircase. Termination is assured by the fact that the number of terms with total degree less or equal to $D$ is finite. We can now present the FGLM-invariant algorithm.

## Algorithm 2. FGLM-Invariant

(i) a SG-basis $F$ up to degree $D$ of $I^{G}$ w.r.t $\preceq_{1}$

Input: (ii) a second monomial ordering $\preceq_{2}$
(iii) polynomials $\left(h_{1}, \ldots, h_{r}\right) \in \mathbb{K}\left[x_{1}, \ldots, x_{n}\right]^{G}$

Output: Invariant Gröbner basis up to degree
$D$ w.r.t $\preceq_{2}$ in $\mathbb{K}\left[h_{1}, \ldots, h_{r}\right]$.
$L:=[] / /$ list of terms in $T\left(H_{1}, \ldots, H_{r}\right)$
$S:=[] / /$ staircase for the new ordering $\preceq_{2}$
$V:=[] / / V=$ SG-NormalForm $(S)$
$G_{D}:=[], t:=1 / / t$ is a term in $T\left(H_{1}, \ldots, H_{r}\right)$

## infinite loop

we replace $H_{i}$ by $h_{i}$ in $t$ :
$t^{\prime}:=$ replace $H_{1}, H_{2}, \ldots$ by $h_{1}, h_{2}, \ldots$ in $t$
$v:=$ SG-NormalForm $\left(t^{\prime}\right)$
$s:=\# S / /$ number of elements in $S$.
if $v \in \operatorname{Vect}_{\mathbb{K}}(V)$ then
we can find $\left(\lambda_{i}\right) \in \mathbb{K}^{s}$ s.t. $v=\sum_{i=1}^{s} \lambda_{i} \cdot V_{i}$
$G_{D}:=G_{D} \cup\left[t-\sum_{i=1}^{s} \lambda_{i} \cdot S_{i}\right]$
else
$S:=S \cup[t]$ and $V:=V \cup[v]$
$L:=\operatorname{Sort}\left(L \cup\left[H_{i} t \mid i=1, \ldots, r\right], \preceq_{2}\right)$
Remove duplicates from $L$ and all multiple of $L T_{\preceq_{2}}\left(G_{D}\right)$
Remove from $L$ elements of degree $>D$
if $L=\emptyset$ then return $G_{D}$
$t:=\operatorname{first}(L)$ and remove $t$ from $L$.
THEOREM 3. The algorithm FGLM-invariant computes the reduce Gröbner basis up to degree $D$ of $I^{G}$ w.r.t $\preceq_{2}$ in the ring $R^{G}$.

Proof. Let $G_{D}$ be the output set $\left\{g_{1}, \ldots, g_{m}\right\}$ of polynomials indexed in the order of their placement into $G_{D}$, let $s_{i}$ be the value of $t$ at the time when $g_{i}$ was placed into $G_{D}$, and let $s_{i}=L T\left(g_{i}\right)$.

Clearly, $s_{1}<\ldots<s_{m}, s_{j} \nmid s_{k}$ for $j<k$. Furthermore, $T\left(g_{i}\right) \backslash\left\{s_{i}\right\} \in R,(1 \leq i \leq m)$. So, $g_{i}$ is in normal form modulo $\left\{g_{1}, \ldots, g_{i-1}, g_{i+1} \ldots, g_{m}\right\}$ and thus modulo $G_{D} \backslash\left\{g_{i}\right\}$. We have proved that $G_{D}$ is reduced.
By proposition 2, we also have that $G_{D} \subseteq I^{G}$. To see that $G_{D}$ is a Gröbner basis, we show that for every $f \in I^{G}$ and $\operatorname{deg}(f) \leq D$ with $s=L T(f)$, there exists $(1 \leq i \leq m)$ such that $s_{i} \mid s$. Assume for a contradiction that this is not true for some $f_{0} \in I^{G}$ with $s_{0}=L T\left(f_{0}\right)$. We may assume that $f_{0}$ is in normal form modulo $G_{D}$.

Since $s_{0}$ is not divisible by any $s_{i}(1 \leq i \leq m)$, there exists $i$ such that $s_{0}=t_{i} .\left(t_{i-1} \prec_{2} s_{0}=t_{i}\right)$
Let $s_{0}^{\prime} \in T\left(f_{0}\right) \backslash s_{0}$. Then $s_{0}^{\prime} \prec_{2} s_{0}$, and $s_{0}^{\prime}$ is not divisible by any term of $\operatorname{LT}\left(G_{D}\right)$ (since $f_{0}$ is in NormalForm modulo $\left.G_{D}\right)$. Hence, it is easy to see that $s_{0}^{\prime} \prec_{2} t_{i-1}$, and thus $s_{0}^{\prime}$ is in $T$. Hence, $T\left(f_{0}\right) \backslash s_{0} \subset T$ and it follows that the if - condition must detect that $L T\left(f_{0}\right)$ is in $\operatorname{Vect}_{\mathbb{K}}(V)$, a contradiction.

REMARK 6. There exists a $D_{0}$ such that $G_{D}=G_{D_{0}}$ for all $D \geq D_{0}$. In fact, in the radical case, $G_{D_{0}}$ is a Gröbner basis for the relative orbit variety $\mathbb{V}(I) / G$. Also, we can obtain an invariant Gröbner basis by applying the mapping $H_{i} \mapsto$ $h_{i}\left(x_{1}, \ldots, x_{n}\right)$ to $G_{D_{0}}$.

REMARK 7. Thanks to the algorithm FGLM-invariant algorithm and theorem[1], we can compute a symmetric invariant Gröbner basis by considering $h_{i}=\sigma_{i}$ in the previous algorithm.

Example 2. Consider the cyclic matrix group $G$ of order 4 generated by $A=\left(\begin{array}{cc}0 & 1 \\ -1 & 0\end{array}\right)$. It is easy to check that $R^{G}=\mathbb{K}\left[h_{1}, h_{2}, h_{3}\right]$ where $h_{1}=x^{2}+y^{2}, h_{2}=x^{2} y^{2}$ and $h_{3}=$ $x y\left(x^{2}-y^{2}\right)$ (see for instance [8] ch 7). Let us consider the following invariant system:

$$
\left\{\begin{array}{l}
f_{1}=x^{4}+y^{4}-1=0 \\
f_{2}=x^{3} y^{3}\left(x^{6}-y^{6}\right)-2=0
\end{array}\right.
$$

If we compute a Gröbner basis of $I=<f_{1}, f_{2}>$ (w.r.t. the lexicographic order), we find the following polynomial in $x$ : $4 x^{48}-24 x^{44}+69 x^{40}-125 x^{36}+156 x^{32}$
$-138 x^{28}+70 x^{24}+12 x^{20}-39 x^{16}+15 x^{12}+16=0$
so, we have to find the roots of a polynomial of degree 48. Using the above algorithm, we can compute a Gröbner basis for the relative orbit variety of $\mathbb{V}(I) / G$. For this, we compute a SG-basis up to degree 12 (w.r.t. to the DRL ordering) and thanks to the algorithm FGLM-invariant, we find the following Gröbner basis of $I^{G}$ :

$$
G_{0}=\left\{h_{3}^{3}-3 h_{2} h_{3}+4, h_{1}^{2}-2 h_{2}-1,2 h_{2}^{2}+h_{3}^{2}-h_{2}\right\} .
$$

In fact, $G_{0}$ is a Gröbner basis for relative orbit variety $\mathbb{V}(I) / G$.
The major difficulty in the above method is the computation of a good generating set $\left\{h_{1}, \ldots, h_{r}\right\}$. In [13], G. Kemper provided algorithms for this purpose. When the elementary symmetric functions $\sigma_{i}$ are left invariant by $G$ we can avoid this problem by working in the ring $\mathbb{K}\left[\sigma_{1}, \ldots, \sigma_{n}\right]$; in the next section, we apply the method to systems which are invariant by the dihedral group.

## 5. A METHOD FOR FINDING ALL SOLUTIONS OF THE CYCLIC PROBLEM

The aim of this section is to propose an algorithm to compute the complex solution of a zero dimensional algebraic system. Application to the cyclic $n$ problem is given in section 5.2 as an illustration of the method.

### 5.1 General algorithm

Assume that we want to solve in $\mathbb{C}$ a polynomial system $f_{1}=\cdots=f_{m}=0$ such that all the polynomials $f_{i}$ are invariant under the action of the finite group $G$; moreover we
assume that $\sigma_{1}, \ldots, \sigma_{n}$ the elementary symmetric functions are left invariant by $G$. In other words, according to remark 2, we can express $\sigma_{i}$ as a unique linear combination of the standard invariants for all $i \in\{1, \ldots, n\}$.
To obtain a Gröbner basis in $\mathbb{K}\left[\sigma_{1}, \ldots, \sigma_{n}\right]$ we want to apply the invariant FGLM algorithm so that we need a SG-NormalForm function; this SG-NormalForm is available as soon as we have computed a SG-Gröbner basis up to some degree $D$. Of course, we don't know in advance the value of $D$ so that we have to proceed incrementally degree by degree. Termination is assured by this fact that a finite Gröbner basis exists in $\mathbb{K}\left[\sigma_{1}, \ldots, \sigma_{n}\right]$.
Assume that we obtain a representation of all the possible values of $\sigma_{1}, \ldots, \sigma_{n}$ (for instance a lexicographical Gröbner basis $\mathcal{G}$ in $\left.\mathbb{K}\left[\sigma_{1}, \ldots, \sigma_{n}\right]\right)$. By solving the equation $X^{n}-$ $\sigma_{1} X^{n-1}+\ldots+(-1)^{n} \sigma_{n}=0$. we are able to recover all the solutions for $x_{n}, x_{n-1}, \ldots$. The main drawback of this method is that we also obtain parasite solutions which are not solutions of the original system (for each solution obtained from $\mathcal{G}$ we obtain $n$ ! candidate solutions); a pseudo algorithm (Algorithm 4) is given in the next section to remove this spurious solutions. The global strategy to solve the system is the following:

Algorithm 3. (Invariant Zero-dimensional Solving)
Input: $F=\left[f_{1}, \ldots, f_{m}\right]$
Output: solutions of $F$ in $\overline{\mathbb{K}}$
$D:=\min _{i} \operatorname{deg}\left(f_{i}\right)$

## infinite loop

// Apply $F_{5}$-invariant algorithm: choose $\prec_{1}=\prec_{\text {DRL }}$
$G_{D}:=$ SG-Gröbner basis of $F$ up to degree $D$
// Apply FGLM-invariant algorithm: choose $\prec_{2}=\prec_{\text {DRL }}$
$G_{D}^{\prime}:=$ invariant Gröbner basis up to degree $D$ in $\mathbb{K}\left[\sigma_{1}, \ldots, \sigma_{n}\right]$
if $\left\langle G_{D}^{\prime}\right\rangle$ is zero dimensional then
// Apply the standard FGLM[11] algorithm
$\mathcal{G}:=$ compute a lexicographical Gröbner basis of $G_{D}^{\prime}$ // Apply algorithm 4 to eliminate spurious solutions $\mathcal{S o l}:=$ Keep valid solutions described by $\mathcal{G}$
return $\operatorname{Sol}$
$D:=D+1$
REMARK 8. In practice, it is very easy to check that $G_{D}^{\prime}$ generates a zero-dimensional ideal: we check that for all $i \in$ $\{1, \ldots, n\}$ we can find $g \in G_{D}^{\prime}$ such that $L T(g)=x_{i}^{k_{i}}$ for some $k_{i} \in \mathbb{N}$.

### 5.2 Filtering parasite solutions

The aim of this section is to propose a method to remove the parasite solutions in the previous algorithm 3. Let $I$ be the ideal of $R$ generated by the equations $f_{1}=\cdots=f_{m}=0$ and $J_{\mathfrak{S}_{n}}$ be the ideal generated by $G_{\mathbb{K}\left[\sigma_{1}, \ldots, \sigma_{n}\right] \mathfrak{S}_{n}}(I, \prec)$ in $R^{\mathfrak{S}_{n}}$ (see definition 9 and remark 5). We denote by $\mathbb{V}(I)$ (resp. $\mathbb{V}\left(J_{\mathfrak{S}_{n}}\right)$ ) the corresponding variety. Suppose that we have a solution $\left(\sigma_{1}, \ldots, \sigma_{n}\right) \in \mathbb{V}\left(J_{\mathfrak{S}_{n}}\right)$. Now we consider the roots $a=\left(a_{1}, \ldots, a_{n}\right)$ of the polynomial $f(z)=X^{n}-$ $\sigma_{1} X^{n-1}+\ldots+(-1)^{n} \sigma_{n}$. Any permutation of the roots $\delta . a=$ $\left(a_{\delta(1)} \ldots, a_{\delta(n)}\right)$ is not necessarily a solution of the original system; in fact, we have to find a member $\delta$ of the set of right cosets of $G$ in $\mathfrak{S}_{n}$ (denoted by $\mathfrak{S}_{n} / G$ ) such that $\delta$. $\left(a_{1} \ldots, a_{n}\right) \in \mathbb{V}(I)$. The following pseudo algorithm computes such a permutation $\delta$ for every arbitrary arrangement of $a_{1}, \ldots, a_{n}$.

## Algorithm 4. Filtering solutions

Input: $\left(a_{1} \ldots, a_{n}\right)$ roots of $f(z)=0$ and $G$ a group
Output: a permutation $\delta$ such that $\delta .\left(a_{1} \ldots, a_{n}\right)$ is a solution
$G^{\prime}:=$ Gröbner basis of $\left[x_{1}-a_{1}, \ldots, x_{n}-a_{n}\right]$
For $\delta \in \mathfrak{S}_{n} / G$ do
$g_{1}:=f_{1}(\delta \cdot(X)), \ldots, g_{n}=f_{m}(\delta \cdot(X))$
$L:=\left\{\right.$ NormalForm $\left.\left(g_{i}, G^{\prime}\right) \mid i=1, \ldots, n\right\}$
if $L=\{0\}$ then return $\delta$

### 5.3 Application to the cyclic ${ }_{n}$ problem

In that case the finite group is the dihedral group. We apply the algorithm 3 to compute a symmetric invariant Gröbner basis in $\mathbb{K}\left[\sigma_{1}, \ldots, \sigma_{n}\right]$. This done by first computing a truncated SG-basis of the following very sparse ideal using the $F_{5}$ invariant algorithm:

$$
\begin{equation*}
I^{D_{n}}=\left\langle\mathfrak{R}\left(x_{1}\right), \mathfrak{R}\left(x_{1} x_{2}\right), \ldots, \mathfrak{R}\left(x_{1} x_{2} \cdots x_{n}\right)-1\right\rangle \tag{1}
\end{equation*}
$$

Example 3. We consider the cyclic 5 problem ( $C_{5}$ ). Using the $F_{5}$-invariant algorithm, we compute a SG-basis of the ideal $I^{D_{n}}$ up to degree 8; then, thanks to the algorithm FGLM-invariant, we first obtain a Gröbner basis w.r.t the DRL ordering

$$
G_{\mathbb{K}\left[\sigma_{1}, \ldots, \sigma_{5}\right] \mathfrak{G}_{5}}(I, \prec):=\left[\begin{array}{l}
\sigma_{2}{ }^{3}+5 \sigma_{3}{ }^{2}, \sigma_{2}{ }^{2} \sigma_{3}-25 \sigma_{2}, \\
\sigma_{2} \sigma_{3}{ }^{2}-25 \sigma_{3}, \sigma_{3}{ }^{3}+5 \sigma_{2}{ }^{2}, \\
\sigma_{1}, \sigma_{4}, \sigma_{5}-1
\end{array}\right]
$$

and then by applying again the standard FGLM algorithm we obtain a lexicographical Gröbner basis:

$$
\mathcal{G}:=\left[\sigma_{5}-1, \sigma_{4}, \sigma_{3}^{6}+3125, \sigma_{3}, 125 \sigma_{2}+\sigma_{3}^{4}, \sigma_{1}\right]
$$

It is easy to see that

$$
\mathbb{V}_{\mathbb{C}}(\mathcal{G})=\left\{\left(0,-5 \omega^{2},-5 \omega^{3}, 0,1\right),(0,0,0,0,1)\right\}
$$

where $\omega$ is a fifth root of unity.
Case 1. The roots of $f_{\omega}=X^{5}-5 \omega^{2} X^{3}+5 \omega^{3} X^{2}-1$ are $\omega, \omega, \omega, \frac{-3-\sqrt{5}}{2} \omega, \frac{-3+\sqrt{5}}{2} \omega$. Using algorithm 4 with $G=D_{5}$, we get the following arrangement of roots.

$$
\left(x_{1}, x_{2}, x_{3}, x_{4}, x_{5}\right)=\left(\omega, \omega, \omega, \frac{-3-\sqrt{5}}{2} \omega, \frac{-3+\sqrt{5}}{2} \omega\right)
$$

Case 2. The roots of $f_{2}=X^{5}-1$ are $1, \omega, \omega^{2}, \omega^{3}, \omega^{4}$. In the same way, we find the following arrangement of roots

$$
\left(x_{1}, x_{2}, x_{3}, x_{4}, x_{5}\right)=\left(1, \alpha, \alpha^{2}, \alpha^{3}, \alpha^{4}\right)
$$

where $\alpha$ is either $e^{\frac{2 i \pi}{5}}$ or $e^{\frac{4 i \pi}{5}}$.
Example 4. We compare the size of the lexicographical (resp. symmetric invariant lexicographical) Gröbner basis for the cyclic 7, 8 problems:

|  | \#Solutions | \#polynomials | Max length of a poly |
| :---: | :---: | :---: | :---: |
| $C_{7}$ lex | 924 | 35 | 132 |
| inv $C_{7}$ lex | 57 | 4 | 9 |
| $C_{8}$ lex | $\operatorname{dim} 1$ | 57 | 2545 |
| inc $C_{8}$ lex | $\operatorname{dim} 1$ | 15 | 548 |

## 6. CONCLUSION

We have presented a method based on SAGBI Gröbner basis to find the complex roots of polynomial systems whose equations are left invariant by the action of a finite group. Thanks to this approach we can use the symmetries of such systems to speedup the computation and reduce the size of the computed objects. The experimental tests showed promising results.
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