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#### Abstract

We consider the problem of optimizing a parametric linear function over a non-compact real trace of an algebraic set $\mathcal{V}$. Our goal is to compute a representing polynomial which defines a hypersurface containing the graph of the optimal value function. Rostalski and Sturmfels showed that when $\mathcal{V}$ is irreducible and smooth with a compact real trace, then the least degree representing polynomial is given by the defining polynomial of the irreducible hypersurface dual to the projective closure of the $\mathcal{V}$.

First, we generalize this approach to non-compact situations. We prove that the graph of the opposite of the optimal value function is still contained in the affine cone over a dual variety similar to the one considered in compact case. In consequence, we present an algorithm for solving the considered parametric optimization problem for generic parameters' values. For some special parameters' values, the representing polynomials of the dual variety can be identically zero, which give no information on the optimal value. We design a dedicated algorithm that identifies those regions of the parameters' space and computes for each of these regions a new polynomial defining the optimal value over the considered region.


## Categories and Subject Descriptors

I.1.2 [Computing Methodologies]: Symbolic and Algebraic Ma-nipulation-Algorithms; G.1.6 [Numerical Analysis]: Global optimization
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## 1. INTRODUCTION

Parametric optimization problems widely arise in both theoretical problems and practical applications, like the maximum likelihood estimation and the model predictive control [5]. It is worthwhile to express the optimal value as an explicit or implicit function of the parameters in the region of interest.

[^0]In this paper, we consider the problem of optimizing a parametric linear function over a real algebraic variety

$$
\begin{align*}
c_{0}^{*}:=\sup _{x \in \mathbb{R}^{n}} & \mathbf{c}^{T} x=\mathbf{c}_{1} x_{1}+\cdots+\mathbf{c}_{n} x_{n}  \tag{1}\\
\text { s.t. } & h_{1}(x)=\cdots=h_{p}(x)=0
\end{align*}
$$

where $h_{1}, \ldots, h_{p} \in \mathbb{R}\left[X_{1}, \ldots, X_{n}\right]$ are polynomials in the decision variables $\left(X_{1}, \ldots, X_{n}\right)$ and $\mathbf{c}=\left(\mathbf{c}_{1}, \ldots, \mathbf{c}_{n}\right)$ denotes unspecified parameters.

The optimal value $c_{0}^{*}$ can be regarded as a function of the parameters $\mathbf{c}$, i.e. the optimal value function. Our goal is to compute a polynomial that defines a hypersurface in the parameters' space which contains the graph of this function.

Typically, the cylindrical algebraic decomposition (CAD) [8] can be applied to solve (1).

More precisely, by introducing the Boolean operators $\wedge$ (and), we associate (1) with a Boolean expression

$$
\begin{equation*}
\left(h_{1}(X)=0\right) \wedge \cdots \wedge\left(h_{p}(X)=0\right) \wedge\left(\mathbf{c}_{0}-\mathbf{c}^{T} X \geq 0\right) \tag{2}
\end{equation*}
$$

with $X=\left(X_{1}, \ldots, X_{n}\right)$.
Indeed, recall that a CAD can be used to describe the projection of a semi-algebraic set (which is equivalent to eliminating one block of quantifiers).

By computing the CAD of the semi-algebraic set in $\mathbb{R}^{2 n+1}$ defined by (2) with an ordering where the $X$-variables are larger than the c-variables, the projection phase provides us a set of polynomials in $\mathbb{R}\left[\mathbf{c}_{0}, \mathbf{c}, X\right]$, called projection level factors, which defines the boundaries of cells in the parameters' space $\mathbb{R}^{n}$. However, the complexity of CAD algorithms is doubly exponential in the number of variables which limits its practical application to nontrivial problems involving 4 variables at most and this general approach may return numerous irrelevant polynomials.

In the last decade, several approaches have been developed to design dedicated algebraic techniques for polynomial optimization (see [ $31,17,16,18,2,34]$ and references therein). In the non-parametric case, they allow to compute polynomials defining the optimum of a polynomial optimization problem whose degrees are singly exponential in the number of decision variables.
Here, our goal is to extend these techniques to the parametric case. We denote by $\Phi \in \mathbb{Q}\left[\mathbf{c}_{0}, \mathbf{c}_{1}, \ldots, \mathbf{c}_{n}\right]$ a polynomial defining a hypersurface in the parameters' space which contains the graph of the optimal value function.

The smallest possible degree for $\Phi$ in the variable $\mathbf{c}_{0}$ is called the algebraic degree of the optimization problem (1). This number measures the complexity of (1). Therefore, a lot of interest has been attracted on finding the polynomial $\Phi$ and the algebraic degree $[6$, 15, 20, 24, 25, 27, 30].
We denote $\mathbf{h}=\left\{h_{1}, \ldots, h_{p}\right\}$ the sequence of polynomials appearing in (1) and let

$$
\begin{equation*}
\mathcal{V}=\left\{v \in \mathbb{C}^{n} \mid h_{1}(v)=\cdots=h_{p}(v)=0\right\} \tag{3}
\end{equation*}
$$

We assume below that $\mathbf{h}$ generates a radical and equidimensional ideal. The regular points of $\mathcal{V}$ are those points at which the rank of Jacobian matrix associated to $h$ is the codimension of $\mathcal{V}$.

We let $\mathcal{V}^{*}$ be the dual variety associated with $\mathcal{V}$, which is the Zariski closure of the vectors in the projective space tangent to the projective closure of $\mathcal{V}$ at its regular points. Its defining polynomials can be seen as polynomials with coefficients in $\mathbb{Q}\left[\mathbf{c}_{0}, \mathbf{c}_{1}, \ldots, \mathbf{c}_{n}\right]$. Rostalski and Sturmfels in [30, Theorem 5.23] show that, when $\mathcal{V}$ is irreducible, compact in $\mathbb{R}^{n}$ and smooth, the optimal value function $\Phi$ is represented by the defining polynomial of $\mathcal{V}^{*}$. Therefore, when $\mathcal{V}$ is compact in $\mathbb{R}^{n}$, the defining polynomial of $\mathcal{V}^{*}$ can fulfill our goal mentioned above. The compactness in the assumption is included to ensure that the optimum $c_{0}^{*}$ is well-defined and achieved which are essential in the proof of [30, Theorem 5.23].
However, when $\mathcal{V} \cap \mathbb{R}^{n}$ is non-compact, the optimal value $c_{0}^{*}$ for some $\left(\gamma_{1}, \ldots, \gamma_{n}\right) \in \mathbb{R}^{n}$ could be infinite or finite but can not be attained, i.e. $c_{0}^{*}$ is an asymptotic critical value at infinity [21, 22, 26]. Hence, the proof of [30, Theorem 5.23] is not valid in this case. Another issue with the defining polynomials of $\mathcal{V}^{*}$ is that they might vanish on a Zariski closed set of parameters' values $\left(\gamma_{1}, \ldots, \gamma_{n}\right) \in \mathbb{R}^{n}$. In other words, they give no information about the optimal values for these parameters' values. We aim to explore the treatment of the above difficulties.

Main contributions. We consider the problem of optimizing a parametric linear function over a non-compact real trace of an algebraic set $\mathcal{V}$. Supposing $\mathcal{V}$ is smooth, we show that the graph of the opposite of the optimal value function is contained in the affine cone over a dual variety $\mathcal{V}^{*}$, i.e. $\left(-c_{0}^{*}: \gamma_{1}: \cdots: \gamma_{n}\right) \in \mathcal{V}^{*}$ whenever the optimal value $c_{0}^{*}$ is bounded at $\left(\gamma_{1}, \ldots, \gamma_{n}\right)$. We design an algorithm for solving the optimization problem (1) for generic parameters' values. It returns a set of two polynomials ( $\Phi, Z$ ) such that

- $\Phi \in \mathbb{Q}\left[\mathbf{c}_{0}, \mathbf{c}\right]$ and $Z \in \mathbb{Q}[\mathbf{c}]$;
- for any $\gamma=\left(\gamma_{1}, \ldots, \gamma_{n}\right) \notin \mathbf{V}(Z)$, if the associated optimum $c_{0}^{*}$ of (1) is bounded, then $\Phi\left(\mathbf{c}_{0}, \gamma\right)$ is not zero and its set of roots contains the optimum $c_{0}^{*}$ of (1).
If $\mathcal{V}$ is irreducible, smooth and the closure of the convex hull of $\mathcal{V} \cap$ $\mathbb{R}^{n}$ contains no lines, then similar to [30, Theorem 5.23], we show that $\mathcal{V}^{*}$ is an irreducible hypersurface and its defining polynomial represents the optimal value function of (1).
When $\mathcal{V}$ is not smooth but its real trace is compact, we construct recursively a finite number of dual varieties such that $\left(-c_{0}^{*}: \gamma_{1}\right.$ : $\cdots: \gamma_{n}$ ) lies in the union of these dual varieties. We design an algorithm which returns a finite sequence of $\left(\Phi_{i}, Z_{i}\right)$ with the property that for any $\gamma=\left(\gamma_{1}, \ldots, \gamma_{n}\right)$ whose associated optimum $c_{0}^{*}$ is bounded, there exists an $i$, if $Z_{i}(\gamma) \neq 0$, then $c_{0}^{*}$ is contained in the roots of $\Phi_{i}\left(\mathbf{c}_{0}, \gamma\right)$.
It may happen that for some special parameters' values, the polynomials obtained with the above approach are identically 0 . Then, they provide no information on the optimization problem when the parameters are instantiated to these values.
We design a parametric variant of [18] that solves this problem. Under the assumption that $\mathcal{V}$ is smooth and when the parameters are instantiated, the algorithm in [18] allows to obtain a polynomial of degree singly exponential in the number of decision variables $X$ whose set of roots contains the global optimum of the instantiated polynomial optimization problem.
We use the algebraic nature of the algorithm in [18] to design a parametric variant that returns a list of triples

$$
\left(\Phi_{1}, Z_{1}, \mathbf{P}_{1}\right), \ldots,\left(\Phi_{k}, Z_{k}, \mathbf{P}_{k}\right)
$$

such that

- $\Phi_{i} \in \mathbb{Q}\left[\mathbf{c}_{0}, \mathbf{c}\right], Z_{i} \in \mathbb{Q}[\mathbf{c}]$ and $\mathbf{P}_{i} \subset \mathbb{Q}[\mathbf{c}]$ generates a prime ideal for $1 \leq i \leq k$;
- $\cup_{i=1}^{k} \mathbf{V}\left(\mathbf{P}_{i}\right)$ is the whole parameters' space and $\mathbf{V}\left(\mathbf{P}_{i}\right)-\mathbf{V}\left(Z_{i}\right)$ is not empty for $1 \leq i \leq k$;
- for any $\gamma=\left(\gamma_{1}, \ldots, \gamma_{n}\right) \in \mathbb{R}^{n}$ such that $\gamma \in \mathbf{V}\left(\mathbf{P}_{i}\right)$ $\mathbf{V}\left(Z_{i}\right)$, the set of roots of $\Phi\left(\mathbf{c}_{0}, \gamma_{1}, \ldots, \gamma_{n}\right)$ contains the global
optimum of the polynomial optimization problem (1) when $\mathbf{c}_{1}, \ldots, \mathbf{c}_{n}$ are instantiated to $\gamma_{1}, \ldots, \gamma_{n}$.
This paper is organized as follows. In Section 2, we recall some background in convex analysis, algebraic geometry and dual varieties needed in this paper. In Section 3, we investigate the relation between the graph of the optimal value function and the dual variety $\mathcal{V}^{*}$ when the algebraic variety $\mathcal{V}$ is not compact in $\mathbb{R}^{n}$ or not smooth. In Section 4, we present the parametrized variant of [18].


## 2. PRELIMINARIES

### 2.1 Convex sets and cones

We first present some ingredients from convex analysis [28]. A non-empty subset $C \subseteq \mathbb{R}^{n}$ is said to be convex if $(1-\lambda) x+\lambda y \in C$ whenever $x \in C, y \in C$ and $0<\lambda<1$. We denote $\mathbf{c l}(C)$ and int $(C)$ as the closure and interior of $C$, respectively. The affine hull of a convex set $C$, denoted by $\operatorname{aff}(C)$, is the unique smallest affine set containing $C$. The relative interior of a convex set $C \subseteq \mathbb{R}^{n}$, denoted by $\mathbf{r i}(C)$, is defined as the interior of $C$ regarded as a subset of aff $(C)$. For an arbitrary set $C \subseteq \mathbb{R}^{n}$, denote $\mathbf{c o}(C)$ as its convex hall.

The polar of a non-empty convex set $C \subseteq \mathbb{R}^{n}$ is a closed convex set defined as

$$
C^{o}=\left\{x \in \mathbb{R}^{n} \mid \forall y \in C,\langle x, y\rangle \leq 1\right\} .
$$

We have $C^{\mathrm{oo}}=\mathbf{c l}(\mathbf{c o}(C \cup\{0\}))$.
A subset $K \subseteq \mathbb{R}^{n}$ is called a cone if it is closed under positive scalar multiplication, i.e. $\lambda x \in K$ for all $x \in K$ and $\lambda>0$. A convex cone $K$ is pointed if it is closed and $K \cap-K=\{0\}$. The polar of a non-empty convex cone $K$ is defined as

$$
K^{0}=\left\{x \in \mathbb{R}^{n} \mid \forall y \in K,\langle x, y\rangle \leq 0\right\} .
$$

The recession cone $0^{+} C$ of a non-empty convex set $C$ is the set including all vectors $y$ satisfying $x+\lambda y \in C$ for every $\lambda>0$ and $x \in C$. Importantly, a closed convex set $C \subseteq \mathbb{R}^{n}$ is bounded if and only if $0^{+} C$ consists of the zero vector alone. A closed and unbounded convex set $C$ contains no lines if and only if $0^{+} C$ is pointed.
Let $f$ be a function whose domain is a subset $S \subseteq \mathbb{R}^{n}$ and values are real or $\pm \infty$. The epigraph of $f$ is defined as

$$
\operatorname{epi}(f)=\left\{(x, \mu) \in \mathbb{R}^{n+1} \mid x \in S, \mu \in \mathbb{R}, \mu \geq f(x)\right\} .
$$

We say that $f$ is a convex function on $S$ if $\mathbf{e p i}(f)$ is convex as a subset of $\mathbb{R}^{n+1}$. The effective domain of a convex function $f$ on $S$ is the projection of epi $(f)$ on $\mathbb{R}^{n}$ :

$$
\begin{aligned}
\operatorname{dom}(f) & =\left\{x \in \mathbb{R}^{n} \mid \exists \mu \in \mathbb{R} \text { s.t. }(x, \mu) \in \mathbf{e p i}(f)\right\} \\
& =\left\{x \in \mathbb{R}^{n} \mid f(x)<+\infty\right\} .
\end{aligned}
$$

Theorem 2.1. [19, Theorem 1.2] Let $C \subseteq \mathbb{R}^{n}$ be a closed and unbounded convex set, then

1. $\left(0^{+} C\right)^{0}$ is an $n$-dimensional convex set;
2. $\operatorname{int}\left(\left(0^{+} C\right)^{0}\right) \subseteq \operatorname{dom}\left(c_{0}^{*}(\mathbf{c} \mid C)\right) \subseteq\left(0^{+} C\right)^{0}$. Moreover, we have $f(x)=a^{T} x$ attains its supremum on $C$ for every $a \in \operatorname{int}\left(\left(0^{+} C\right)^{0}\right)$.

### 2.2 Dual varieties

Denote $X=\left(X_{1}, \ldots, X_{n}\right)$. For any ideal (homogeneous ideal) $I$ in $\mathbb{R}[X]\left(\mathbb{R}\left[X_{0}, X\right]\right)$, denote $\mathbf{V}(I)$ as the affine (projective) variety defined by $I$ in $\mathbb{C}^{n}\left(\mathbb{P}^{n}(\mathbb{C})\right.$ ). Now let us review some background about dual varieties in $\mathbb{P}^{n}(\mathbb{C})$ [29, 30]. In the following, we abbreviate $\mathbb{P}^{n}(\mathbb{C})$ as $\mathbb{P}^{n}$ for convenience. Let $I=\left\langle f_{1}, \ldots, f_{p}\right\rangle$ be a homogeneous radical ideal in the polynomial ring $\mathbb{R}\left[X_{0}, X\right]$ and $V=\mathbf{V}(I) \subseteq \mathbb{P}^{n}$. The singular locus $\operatorname{sing}(V)$ is defined by the vanishing of the $c \times c$ minors of the $p \times(n+1)$ Jacobian matrix $\operatorname{Jac}(I)=\left(\partial f_{i} / \partial X_{j}\right)$, where $c=\operatorname{codim}(V)$. Let $V_{\mathrm{reg}}=V \backslash \operatorname{sing}(V)$ denote the set of regular points in $V$. The projective variety $V$ is smooth if $V=V_{\text {reg }}$.

A point $u=\left(u_{0}: u_{1}: \cdots: u_{n}\right)$ in the dual projective space $\left(\mathbb{P}^{n}\right)^{*}$ represents the hyperplane $\left\{x \in \mathbb{P}^{n} \mid \sum_{i=0}^{n} u_{i} x_{i}=0\right\}$. We say that $u$ is tangent to $V$ at a regular point $x \in V_{\text {reg }}$ if $x$ lies in the hyperplane $\sum_{i=0}^{n} u_{i} x_{i}=0$ and its representing vector $\left(u_{0}, u_{1}, \ldots, u_{n}\right)$ lies in the row space of the Jacobian matrix $\operatorname{Jac}(I)$ at the point $x$. The conormal variety $\mathrm{CN}(V)$ is the closure of the set

$$
\left\{(x, u) \in \mathbb{P}^{n} \times\left(\mathbb{P}^{n}\right)^{*} \mid x \in V_{\text {reg }} \text { and } u \text { is tangent to } V \text { at } x\right\} .
$$

The dual variety $V^{*}$ is the projection of $\mathrm{CN}(V)$ onto the second factor. More precisely, the dual variety is the closure of the set
$\left\{u \in\left(\mathbb{P}^{n}\right)^{*} \mid u\right.$ is tangent to $V$ at some regular point $\}$.

### 2.3 Generalized critical values

For a vector $v \in \mathbb{R}^{n},\|v\|$ denotes the standard Euclidean norm of $v$. Let $V$ be a smooth affine variety, and let $f: V \rightarrow \mathbb{R}$ be a polynomial dominant mapping. Denote $K_{0}(f, V)$ as the critical values of $f$ on $V$. The set of asymptotic critical values at infinity [21, 22, 26] of $f$ on $V$ is defined as
$K_{\infty}(f, V)=\left\{\begin{array}{l|l}y \in \mathbb{R} & \begin{array}{l}\exists x^{(k)} \in V, \text { s.t. } x^{(k)} \rightarrow \infty, \\ f\left(x^{(k)}\right) \rightarrow y,\left\|x^{(k)}\right\| \nu\left(d_{x^{(k)}} f\right) \rightarrow 0\end{array}\end{array}\right\}$, where $d_{x^{(k)}} f$ stands for the differential of $f$ evaluated at $x^{(k)}$ and $\nu$ stands for the distance of $d_{x^{(k)}} f$ to the space of degenerate linear maps on the tangent space to $V$ at $x^{(k)}$. The set of generalized critical values of $f$ is defined as

$$
K(f, V)=K_{0}(f, V) \cup K_{\infty}(f, V)
$$

It has been shown in [22, Theorem 3.1] and [21, Theorem 3.3, Corollary 4.1] that $K(f, V)$ is a finite set.

ThEOREM 2.2. [21, 26] If $f$ is bounded above, i.e.
$f^{*}=\sup _{x \in V} f(x)$ is finite, then $f^{*} \in K(f, V)$.

## 3. DUALITY IN NON-COMPACT CASE

For the algebraic variety $\mathcal{V}$ defined in (3), let

$$
C_{\mathbf{h}}=\mathbf{c l}\left(\mathbf{c o}\left(\mathcal{V} \cap \mathbb{R}^{n}\right)\right),
$$

i.e. the closure of the convex hull of $\mathcal{V} \cap \mathbb{R}^{n}$. Then, the problem (1) is equivalent to

$$
\begin{equation*}
c_{0}^{*}=\sup \mathbf{c}^{T} x \quad \text { s.t. } x \in C_{\mathbf{h}} . \tag{4}
\end{equation*}
$$

Let $\mathcal{V}^{*}$ be the dual variety to the projective closure of $\mathcal{V}$. When $C_{\mathbf{h}}$ contains no lines, i.e. $0^{+} C_{\mathbf{h}}$ is pointed, the relation between the optimal value function of (1) and the defining polynomial of $\mathcal{V}^{*}$ is investigated in [19]. Now we prove the correctness of some results therein without the assumption of pointedness. It will yield an algorithm for solving parametric optimization problem (1) with generic parameters.

### 3.1 Smooth Case

In this subsection, we assume the algebraic variety $\mathcal{V}$ in (3) is smooth. Recall that $\operatorname{dom}\left(c_{0}^{*}\left(\mathbf{c} \mid C_{\mathbf{h}}\right)\right)$ denotes the collection of the parameters' values $\gamma \in \mathbb{R}^{n}$ such that the supremum of $\gamma^{T} x$ on $C_{\mathbf{h}}$ is finite. We generalize Rostalski and Sturmfels' result [30, Theorem $5.23]$ to the non-compact case as follows.

Theorem 3.1. Suppose that $\mathcal{V}$ in (3) is smooth, then

$$
\begin{equation*}
\left(-c_{0}^{*}: \gamma_{1}: \cdots: \gamma_{n}\right) \in \mathcal{V}^{*} \tag{5}
\end{equation*}
$$

for every $\gamma \in \operatorname{dom}\left(c_{0}^{*}\left(\mathbf{c} \mid C_{\mathbf{h}}\right)\right)$.
Proof. Fix a $\gamma \in \operatorname{dom}\left(c_{0}^{*}\left(\mathbf{c} \mid C_{\mathbf{h}}\right)\right)$. By the definition, the supremum $c_{0}^{*}$ of $f(X)=\gamma^{T} X$ on $\mathcal{V} \cap \mathbb{R}^{n}$ is finite. For the case when $c_{0}^{*}$ is a critical value which can be attained, see the proof of [30, Theorem 5.23]. Now by Theorem 2.2, we suppose that $c_{0}^{*}$ is an asymptotic critical value of $f$ over $\mathcal{V} \cap \mathbb{R}^{n}$. Then, there exists a sequence $\left\{x^{(k)}\right\} \subseteq \mathcal{V} \cap \mathbb{R}^{n}$ such that $\left\|x^{(k)}\right\| \rightarrow \infty, f\left(x^{(k)}\right) \rightarrow c_{0}^{*}$ and $\left\|x^{(k)}\right\| \nu\left(d_{x^{(k)}} f\right) \rightarrow 0$. By [36, Lemma 2.1], for each $x^{(k)}$, we
can find a vector $\gamma^{(k)}$ in the normal space of $\mathcal{V}$ at $\left\{x^{(k)}\right\}$ such that $\left\|\gamma^{(k)}-\gamma\right\|=\nu\left(d_{x^{(k)}} f\right)$. Then, $\left\|x^{(k)}\right\|\left\|\gamma^{(k)}-\gamma\right\| \rightarrow 0$, which implies $\left\|\gamma^{(k)}-\gamma\right\| \rightarrow 0$ and $\left(\gamma^{(k)}\right)^{T} x^{(k)} \rightarrow c_{0}^{*}$. It can be checked that

$$
\left(-\left(\gamma^{(k)}\right)^{T} x^{(k)}: \gamma_{1}^{(k)}: \cdots: \gamma_{n}^{(k)}\right) \in \mathcal{V}^{*}
$$

Since $\mathcal{V}^{*}$ is closed, we have $\left(-c_{0}^{*}: \gamma_{1}: \cdots: \gamma_{n}\right) \in \mathcal{V}^{*}$.
Corollary 3.2. If $\mathcal{V}$ is irreducible, smooth and $C_{\mathbf{h}}$ contains no lines, then $\mathcal{V}^{*}$ is an irreducible hypersurface and its defining polynomial represents the optimal value function of (1).

Proof. Since $C_{\mathbf{h}}$ contains no lines, $0^{+}\left(C_{\mathbf{h}}\right)$ is pointed. According to Theorem 2.1, $\left(0^{+} C_{\mathbf{h}}\right)^{\circ}$ is a $n$-dimensional convex set and $\operatorname{int}\left(\left(0^{+} C_{\mathbf{h}}\right)^{0}\right)$ is contained in $\operatorname{dom}\left(c_{0}^{*}\left(\mathbf{c} \mid C_{\mathbf{h}}\right)\right)$. Therefore, the affine cone of the Zariski closure of

$$
\begin{equation*}
\left\{\left(-c_{0}^{*}: \gamma_{1}: \cdots: \gamma_{n}\right) \in\left(\mathbb{P}^{n}\right)^{*} \mid \gamma \in \operatorname{int}\left(\left(0^{+} C_{\mathbf{h}}\right)^{o}\right)\right\} \tag{6}
\end{equation*}
$$

has dimension $\geq n$. By [9, Theorem 12 (i), §3, Chpt. 9], the Zariski closure of (6) is of dimension $\geq n-1$. By Theorem 3.1 and [30, Proposition 5.10], we have $\operatorname{dim}\left(\mathcal{V}^{*}\right)=n-1$. As $\mathcal{V}$ is irreducible, $\mathcal{V}^{*}$ is an irreducible hypersurface [13, Proposition 1.3], and coincides with the Zariski closure of (6) according to [9, Proposition 10 (ii), $\S 4$, Chpt. 9]. Then, the conclusion follows.

In the sequel, we say that a property depending on some indeterminates is generic if there exists a non-empty Zariski open subset of the space endowed by these indeterminates over which the property holds (we will also say that the property holds for generic values of these indeterminates).

An algorithm can be derived from Theorem 3.1 for solving the parametric optimization (1) for generic parameter as described below. Denote $\mu=\left(\mu_{1}, \ldots, \mu_{p}\right)$. Let $\mathrm{J} \subseteq \mathbb{Q}\left[\mathbf{c}_{0}, \mathbf{c}, \mu, X\right]$ be the ideal generated by

$$
\mathbf{c}^{T} X-\mathbf{c}_{0}, h_{1}, \ldots, h_{p}, \mathbf{c}_{i}-\sum_{j=1}^{p} \mu_{j} \frac{\partial h_{j}}{\partial X_{i}}, i=1, \ldots, n .
$$

Since $\mathbf{h}$ generates a radical ideal, for any $\left(c_{0}^{*}, \gamma, \bar{\mu}, \bar{x}\right) \in \mathbf{V}(J), c_{0}^{*}$ is a critical value of the function $\gamma^{T} X$ on $\mathcal{V}$ at a critical point $\bar{x}$.

Algorithm 3.1. GenericParametricOptimization(h)
Input: $h_{1}, \ldots, h_{p} \in \mathbb{Q}[X]$ which generate a radical ideal
Output: $(\Phi, Z)$ such that

- $\Phi \in \mathbb{Q}\left[\mathbf{c}_{0}, \mathbf{c}\right]$ and $Z \in \mathbb{Q}[\mathbf{c}]$
- For any $\gamma \in \operatorname{dom}\left(c_{0}^{*}\left(\mathbf{c} \mid C_{\mathbf{h}}\right)\right)$ such that $Z(\gamma) \neq 0, \Phi\left(\mathbf{c}_{0}, \gamma\right)$ is not zero and its set of roots contains the optimum $c_{0}^{*}$ of (1).

Step 1 Compute the reduced Gröbner basis $G$ of $\mathrm{J} \cap \mathbb{Q}\left[\mathbf{c}_{0}, \mathbf{c}\right]$ with block lex order $X \succ \mu \succ \mathbf{c} \succ \mathbf{c}_{0}$.
Step 2 Set $\Gamma$ to be the set of polynomials in $G$ containing the variable $\mathbf{c}_{0}$.
Step 3 Set $\Phi$ to be the polynomial in $\Gamma$ with the lowest degree in $\mathbf{c}_{0}$. Step 4 Set $Z$ to be the sum of squares of all coefficients of $\Phi$ in view of $\mathbb{Q}\left[\mathbf{c}_{1}, \ldots, \mathbf{c}_{\mathbf{n}}\right]\left[\mathbf{c}_{\mathbf{0}}\right]$.

Theorem 3.3. In Algorithm 3.1, we have $\Gamma \neq \emptyset, \mathcal{V}^{*}=\mathrm{V}(\Gamma)$ and the algorithm is correct.

Proof. By the definition of dual varieties and Theorem 3.1, it suffices to show that $\Gamma \neq \emptyset$. Let $\pi_{n+1}(\mathbf{V}(\mathrm{~J}))$ be the projection of points in $\mathbf{V}(\mathrm{J})$ on their first $n+1$ coordinates, then $G$ is the corresponding elimination ideal. By the Closure Theorem [9], $\pi_{n+1}(\mathbf{V}(\mathrm{~J}))$ $\subseteq \mathbf{V}(G)$ and there exists a subvariety $W \varsubsetneqq \mathbf{V}(G)$ such that $\mathbf{V}(G) \backslash W$ $\subseteq \pi_{n+1}(\mathbf{V}(J))$. Fix a point $\left(c_{0}^{*}, \gamma\right) \in \mathbf{V}(G)$. Suppose to the contrary that $\Gamma=\emptyset$, then $\mathbb{C} \times \gamma \subseteq \mathbf{V}(G)$. By Sard's Theorem, $\mathbb{C} \times \gamma \cap \pi_{n+1}(\mathbf{V}(\mathrm{~J}))$ is an empty set or a finite set. Therefore, $\mathbb{C} \times \gamma \subseteq \mathbf{V}(G) \backslash \pi_{n+1}(\mathbf{V}(\mathrm{~J})) \subseteq W$ except for at most finitely many points in $\mathbb{C} \times \gamma$. Since $W$ is closed, $\mathbb{C} \times \gamma \subseteq W$. In particular, $\left(c_{0}^{*}, \gamma\right) \in W$ which means $\mathbf{V}(G)=W$, a contradiction.

REMARK 3.1. As proved in Corollary 3.2, when $\mathcal{V}$ is irreducible, smooth and $C_{\mathbf{h}}$ contains no lines, there is only one polynomial in the set $\Gamma$ in Algorithm 3.1. If $C_{\mathbf{h}}$ contains lines, $\Gamma$ might consist of more than one polynomial and $\mathcal{V}^{*}$ may not be the Zariski closure of the set (6), see Example 3.1.

Similar to [31, Theorem 6], with Algorithm 3.1 and procedures of deciding the emptiness of real algebraic varieties, we can determine whether a generic $\gamma(\gamma \notin \mathbf{V}(Z))$ belongs to $\operatorname{dom}\left(c_{0}^{*}\left(\mathbf{c} \mid C_{\mathbf{h}}\right)\right)$ and the associated optimum $c_{0}^{*}$ if it does.

EXAMPLE 3.1. Consider the algebraic variety $\mathcal{V}$ defined by

$$
h\left(X_{1}, X_{2}\right)=X_{1}^{2} X_{2}-1
$$

which is irreducible, smooth, non-compact in $\mathbb{R}^{2}$ and $C_{\mathbf{h}}$ contains lines. Let $\gamma=(0,-1)$, then clearly $c_{0}^{*}=0$. Running Algorithm 3.1, we get $\Gamma=\left\{4 \mathbf{c}_{0}^{3}+27 \mathbf{c}_{1}^{2} \mathbf{c}_{2}\right\}$ and hence

$$
\Phi=4 \mathbf{c}_{0}^{3}+27 \mathbf{c}_{1}^{2} \mathbf{c}_{2}, \quad \mathbf{V}(Z)=\emptyset
$$

Hence, $\mathcal{V}^{*}=\mathbf{V}(\Gamma) \subseteq \mathbb{P}^{2}$ and $(0: 0:-1) \in \mathcal{V}^{*}$.
Since $\operatorname{dom}\left(c_{0}^{*}\left(\mathbf{c} \mid C_{\mathbf{h}}\right)\right)=\left\{\gamma \in \mathbb{R}^{2} \mid \gamma_{1}=0, \gamma_{2}<0\right\}$ and $c_{0}^{*}=0$ for any $\gamma \in \operatorname{dom}\left(c_{0}^{*}\left(\mathbf{c} \mid C_{\mathbf{h}}\right)\right)$, the Zariski closure of

$$
\begin{equation*}
\left\{\left(-c_{0}^{*}: \gamma_{1}: \gamma_{2}\right) \in\left(\mathbb{P}^{2}\right)^{*} \mid \gamma \in \operatorname{dom}\left(c_{0}^{*}\left(\mathbf{c} \mid C_{\mathbf{h}}\right)\right)\right\} \tag{7}
\end{equation*}
$$

is $\left\{\left(0: 0: \gamma_{2}\right) \in\left(\mathbb{P}^{2}\right)^{*} \mid \gamma_{2} \in \mathbb{C}\right\}$ which is of dimension 0 . Since we have $\operatorname{dim} \mathcal{V}^{*}=1, \mathcal{V}^{*}$ is not the Zariski closure of the set (7).

### 3.2 Singular case

Now we suppose that $\mathcal{V}$ is irreducible, compact in $\mathbb{R}^{n}$ but is not smooth. We point out that the inclusion (5) might not hold in this case.

EXAMPLE 3.2. Consider the astroid which is a real locus of a plane algebraic curve $\mathcal{V}$ defined by

$$
h\left(X_{1}, X_{2}\right)=\left(X_{1}^{2}+X_{2}^{2}-1\right)^{3}+27 X_{1}^{2} X_{2}^{2}
$$

It is obvious that for any linear function on $\mathcal{V} \cap \mathbb{R}^{2}$, its optimizer is one of the four singular points $\{( \pm 1,0),(0, \pm 1)\}$. We have $\mathcal{V}^{*}=$ $\mathbf{V}(\Gamma)$ where

$$
\Gamma=\left\{-\mathbf{c}_{1}^{2} \mathbf{c}_{2}^{2}+\mathbf{c}_{0}^{2} \mathbf{c}_{1}^{2}+\mathbf{c}_{2}^{2} \mathbf{c}_{0}^{2}\right\}
$$

For a given $\gamma \in \mathbb{R}^{2}$, we have $c_{0}^{*}=\max \left\{\left|\gamma_{1}\right|,\left|\gamma_{2}\right|\right\}>0$. It is easy to check $\left(-c_{0}^{*}: \gamma_{1}: \gamma_{2}\right) \notin \mathcal{V}^{*}$ when $\gamma_{1} \neq 0$ or $\gamma_{2} \neq 0$, i.e. (5) does not hold.

Next we recursively construct a finite number of dual varieties such that (5) holds for the union of these varieties. For similar treatment, see [35]. The following algorithm has the same input as Algorithm 3.1 and returns a finite sequence of $\left(\Phi_{k}, Z_{k}\right)$ with the property that for any $\gamma \in \operatorname{dom}\left(c_{0}^{*}\left(\mathbf{c} \mid C_{\mathbf{h}}\right)\right)$, there exists a $k$, such that if $Z_{k}(\gamma) \neq 0$, then $c_{0}^{*}$ is contained in the roots of $\Phi_{k}\left(\mathbf{c}_{0}, \gamma\right)$.

ALGORITHM 3.2. SingularParametricOptimization(h)
Step 1 Let $k=1$ and $V_{k}=\mathcal{V}$.
Step 2 Compute an equidimensional decomposition $V_{k}=\cup_{i} V_{k, i}$ with $V_{k, i}=\mathbf{V}\left(I_{k, i}\right)$ and each $I_{k, i}$ is a radical ideal.
Step 3 Run GenericParametricOptimization $\left(I_{k, i}\right)$ for each $i$ and set $\left(\mathcal{V}^{(k)}\right)^{*}=\cup_{i} V_{k, i}^{*}$.
Step 4 Compute the set $\Gamma_{k} \subseteq \mathbb{Q}\left[\mathbf{c}_{0}, \mathbf{c}\right]$ such that $\mathbf{V}\left(\Gamma_{k}\right)=\left(\mathcal{V}^{(k)}\right)^{*}$.
Step 5 Set $\Phi_{k}$ to be the polynomial in $\Gamma_{k}$ with the lowest degree in $\mathbf{c}_{0}$.
Step 6 Set $Z_{k}$ to be the sum of squares of all coefficients in $\Phi_{k}$ in view of $\mathbb{Q}\left[\mathbf{c}_{1}, \ldots, \mathbf{c}_{\mathbf{n}}\right]\left[\mathbf{c}_{0}\right]$.
Step 7 Compute the singular locus $\widetilde{V}_{k, i}$ of each $V_{k, i}$ and set $V_{k+1}=$ $\cup_{i} \widetilde{V}_{k, i}$. If $V_{k+1} \neq \emptyset$, then let $k=k+1$ and go to Step 2.

The next theorem shows the correctness of Algorithm 3.2.

THEOREM 3.4. The algorithm terminates in a finite number of steps and for every $\gamma \in \mathbb{R}^{n}$, we have

$$
\left(-c_{0}^{*}: \gamma_{1}: \cdots: \gamma_{n}\right) \subseteq \cup_{k=1}^{l}\left(\mathcal{V}^{(k)}\right)^{*}
$$

Proof. Since $\widetilde{V}_{k, i}$ is the singular locus of $V_{k, i}, \operatorname{dim}\left(\widetilde{V}_{k, i}\right)<$ $\operatorname{dim}\left(V_{k, i}\right)$ and then the algorithm terminates in a finite number of steps. Since $\mathcal{V}$ is compact in $\mathbb{R}^{n}$, for every parameter $\gamma$, the optimum $c_{0}^{*}$ is finite and attainable. If the optimizer $x^{*}$ is a smooth point, by Theorem 3.1, $\left(-c_{0}^{*}: \gamma_{1}: \ldots: \gamma_{n}\right) \in \mathcal{V}^{*}$. If $x^{*}$ is a singular point of $\mathcal{V}$. Then there exist $k$ and $i$ such that $x^{*}$ is regular in $V_{k, i}$ and $\left(-c_{0}: \gamma_{1}: \ldots: \gamma_{n}\right) \in V_{k, i}^{*}$.
EXAMPLE 3.2 (CONTINUED) The singular locus of $\mathcal{V}$ is defined by

$$
\left\{h, X_{1}^{5}-X_{1}, X_{1}^{3} X_{2}+X_{1} X_{2}, 3 X_{1}^{4}-X_{1}^{2}+2 X_{2}^{2}-2\right\}
$$

and has four real points $\{( \pm 1,0),(0, \pm 1)\}$. Running Algorithm 3.2, we get $\Gamma_{1}$ consisting of

$$
\begin{aligned}
& \left(\mathbf{c}_{0}-\mathbf{c}_{2}\right)\left(\mathbf{c}_{0}+\mathbf{c}_{2}\right)\left(\mathbf{c}_{0}-\mathbf{c}_{1}\right)\left(\mathbf{c}_{0}+\mathbf{c}_{1}\right)\left(\mathbf{c}_{0}^{2}+\mathbf{c}_{1}^{2}-2 \mathbf{c}_{1} \mathbf{c}_{2}+\mathbf{c}_{2}^{2}\right) \\
& \left(\mathbf{c}_{0}^{2}+\mathbf{c}_{1}^{2}+2 \mathbf{c}_{1} \mathbf{c}_{2}+\mathbf{c}_{2}^{2}\right)
\end{aligned}
$$

By the discussion in Example 3.2, it is easy to check that $\left(-c_{0}^{*}: \gamma_{1}\right.$ : $\left.\gamma_{2}\right) \in \mathbf{V}\left(\Gamma_{1}\right)=\left(\mathcal{V}^{(1)}\right)^{*}$ for every $\gamma \in \mathbb{R}^{2}$.

## 3.3 "Bad" parameters

It is clear that the polynomial $\Phi$ in Algorithm 3.1 gives no information about the optimal value of (1) with parameters belonging to $\mathbf{V}(Z)$. In particular, it might happen for the problem (1) reformulated from a general polynomial optimization problem by introducing a new variable.
Consider the polynomial optimization problem

$$
f^{*}:=\max _{x \in \mathbb{R}^{n}} f(x) \quad \text { s.t. } \quad h_{1}(x)=\cdots=h_{p}(x)=0
$$

where $f \in \mathbb{R}[X]$. If $f$ is bounded from above on $\mathcal{V} \cap \mathbb{R}^{n}$, then we have $f^{*} \in K\left(f, \mathcal{V} \cap \mathbb{R}^{n}\right)$. Let

$$
\mathcal{V}_{\mathbf{h}, f}=\left\{\left(x, x_{n+1}\right) \in \mathbb{C}^{n+1} \mid x \in \mathcal{V}, x_{n+1}-f(x)=0\right\}
$$

By Theorem 3.1, we have $\left(-f^{*}: 0: \cdots: 0: 1\right) \in \mathcal{V}_{\mathbf{h}, f}^{*}$.
EXAMPLE 3.3. [22, Example 2.1] Let $f=\left(X_{1}+X_{1}^{2} X_{2}+\right.$ $\left.X_{1}^{4} X_{2} X_{3}\right)^{2}$. Running Algorithm 3.1 for $\mathcal{V}_{\mathbf{h}, f}$ with $p=0$, we get $\Gamma=\{\Phi\}$ where

$$
\begin{aligned}
\Phi= & 1073741824 \mathbf{c}_{0}^{12} \mathbf{c}_{2}^{4} \mathbf{c}_{4}^{2}+268435456 \mathbf{c}_{0}^{11} \mathbf{c}_{1}^{2} \mathbf{c}_{2}^{4} \mathbf{c}_{4}- \\
& +9865003008 \mathbf{c}_{0}^{10} \mathbf{c}_{2}^{4} \mathbf{c}_{3} \mathbf{c}_{4}^{3}+\cdots+520093696 \mathbf{c}_{0}^{9} \mathbf{c}_{1} \mathbf{c}_{2}^{3} \mathbf{c}_{3}^{2} \mathbf{c}_{4}^{3}
\end{aligned}
$$

We have $\Phi\left(\mathbf{c}_{0}, 0,0,0,1\right) \equiv 0$ which gives no information about $f^{*}$. In fact, we have $\mathbf{V}(Z)=\mathbf{V}\left(\mathbf{c}_{2} \mathbf{c}_{4}, \mathbf{c}_{3} \mathbf{c}_{4}, \mathbf{c}_{3} \mathbf{c}_{2} \mathbf{c}_{1}\right)$. Hence, for $\mathbf{c}_{2}=$ $0, \mathbf{c}_{3}=0$, we always have $\Phi\left(\mathbf{c}_{0}, \mathbf{c}_{1}, 0,0, \mathbf{c}_{4}\right) \equiv 0$, i.e. $\mathbf{c}_{0}$ can be arbitrary values.
In next section, we aim to design a complete algorithm to solve this problem.

## 4. COMPLETE ALGORITHM

### 4.1 Overview

As above, let $\mathbf{h}=\left(h_{1}, \ldots, h_{p}\right) \subset \mathbb{Q}\left[X_{1}, \ldots, X_{n}\right]$ that generates a radical and equidimensional ideal and $\mathcal{V}$ be the algebraic set defined by $h_{1}=\cdots=h_{p}=0$; we assume that $\mathcal{V}$ is smooth and denote by $r$ its codimension.
It might happen that for some "bad" parameters' values $\gamma=\left(\gamma_{1}\right.$, $\left.\ldots, \gamma_{n}\right)$, the defining polynomials of the dual variety $\mathcal{V}^{*}$ become identically zero. For such values, this gives no information about the optimum $c_{0}^{*}$ of the map $x \rightarrow \gamma^{T} x$ on $\mathcal{V} \cap \mathbb{R}^{n}$. For instance, in Example 3.3, the polynomial $\Phi$ is a zero polynomial for any $\gamma=$ $\left(\gamma_{1}, 0,0, \gamma_{4}\right), \gamma_{1}, \gamma_{4} \in \mathbb{R}$. In this section, we describe an algorithm that allows to avoid this problem. It can be seen as a parametric version of [18] that provides a complete algorithm for polynomial optimization.

Our algorithm starts by computing a couple of the form ( $\Phi, Z, \mathbf{P}$ ) where $\Phi \in \mathbb{Q}\left[\mathbf{c}_{0}, \mathbf{c}\right], \mathbf{P} \subset \mathbb{Q}[\mathbf{c}]$ and $Z \in \mathbb{Q}[\mathbf{c}]-\langle\mathbf{P}\rangle$ such that for any $\left(\gamma_{1}, \ldots, \gamma_{n}\right) \in \mathbf{V}(\mathbf{P})-\mathbf{V}(Z), \Phi\left(\mathbf{c}_{0}, \gamma_{1}, \ldots, \gamma_{n}\right)$ is not identically 0 and the optimum of the restriction of the map $x \rightarrow \gamma^{T} x$ to $\mathcal{V} \cap \mathbb{R}^{n}$ is a root of $\Phi\left(\mathbf{c}_{0}, \gamma_{1}, \ldots, \gamma_{n}\right)$. Next, the algorithm is called recursively to study the parametric optimization problem under each constraint $\mathbf{P}_{i}$ which is a prime component of $\sqrt{\langle\mathbf{P}\rangle+\langle Z\rangle}$. Hence, we are led to run our algorithm over an integral domain $\mathbb{Q}\left[\mathbf{c}_{1}, \ldots, \mathbf{c}_{n}\right] / \mathcal{P}$ where $\mathcal{P} \subset \mathbb{Q}\left[\mathbf{c}_{1}, \ldots, \mathbf{c}_{n}\right]$ is a prime ideal. Since the domain on which the computations are performed is integral, all operations that we need to manipulate polynomial ideals are available; the only difference is that we need to compute pseudo-inverse of polynomials modulo $\mathcal{P}$, hence simulating computations over the fraction field of $\mathbb{Q}\left[\mathbf{c}_{1}, \ldots, \mathbf{c}_{n}\right] / \mathcal{P}$.
The routine that handles these computations over these integral rings is called BasicParametricOptimization. It is a parametric variant of Algorithm SetContainingLocalExtrema in [18, Section 3]. One of its advantages is that in the fraction field of the integral domains $\mathbb{Q}\left[\mathbf{c}_{1}, \ldots, \mathbf{c}_{n}\right] / \mathcal{P}$, it performs a number of operations that is singly exponential in $n$ (see [18, Section 6, Lemma 6.8]) to be compared with the doubly exponential complexity in $n$ that is needed by Cylindrical Algebraic Decomposition.
Note that one can also use lazy representations of ideals and dynamic evaluation techniques (see e.g. [10, 23]) to work with these parameters as well as comprehensive Gröbner bases or comprehensive triangular sets (see e.g. [7,37] and references therein). The description below is done assuming that our domain is integral for simplicity; this allows us to focus more on objects and properties related to polynomial optimization and introduced in [18].
Before describing in detail the recursive procedure that is sketched above, let us describe the objects and subroutines that we need and which are extracted from [18].

### 4.2 Basic objects and properties

We start with polar varieties (see e.g. [1, 3] and references therein) and their Noether position properties (see [32]). Let $\mathbf{P} \subset \mathbb{Q}[\mathbf{c}]$ be a finite polynomial sequence generating a prime ideal $\mathcal{P}$ and let $\mathbb{A}=$ $\mathbb{Q}[\mathbf{c}] / \mathcal{P}$. Hence $\mathbb{A}$ is an integral ring.
For $\gamma \in \mathbf{V}(\mathbf{P})$, we consider the canonical projections $\pi_{i}:\left(x_{1}, \ldots\right.$ $\left.x_{n}\right) \rightarrow\left(x_{1}, \ldots, x_{i}\right)$ for $1 \leq i \leq n$ and the following projections

$$
\pi_{\gamma}: x=\left(x_{1}, \ldots, x_{n}\right) \rightarrow \gamma^{T} x=\gamma_{1} x_{1}+\cdots+\gamma_{n} x_{n}
$$

and for $1 \leq i \leq \operatorname{dim}(\mathcal{V})=n-r$,

$$
\pi_{\gamma, i}: x=\left(x_{1}, \ldots, x_{n}\right) \rightarrow\left(\gamma^{T} x, x_{1}, x_{2}, \ldots, x_{i}\right)
$$

For $\vartheta \in \mathbb{C}$, we denote by $\mathcal{V}_{\gamma, \vartheta}$ the algebraic set defined by $\mathcal{V} \cap$ $\pi_{\gamma}^{-1}(\vartheta)$. We consider

- the set of all $(r+1)$-minors of the truncated Jacobian matrix $\mathrm{Jac}\left(\left[h_{i_{1}}, \ldots, h_{i_{r}}, \gamma^{T} X\right], \mathbf{X}_{>i}\right)$ (columns corresponding to partial derivatives w.r.t $X_{1}, \ldots, X_{i}$ are omitted) for all subsets $\left\{i_{1}, \ldots, i_{r}\right\} \subset\{1, \ldots, p\}$ for $1 \leq i \leq n-r-1$; we denote it by $\mathrm{M}(\mathbf{h}, \gamma, i)$. For convenience, let $\mathrm{M}(\mathbf{h}, \gamma, n-r)=\emptyset$.
When the entries of $\gamma$ are parameters $\mathbf{c}=\left(\mathbf{c}_{1}, \ldots, \mathbf{c}_{n}\right)$, the set of minors is denoted by $\mathrm{M}(\mathbf{h}, \mathbf{c}, i)$.
- the set of all $(r+1)$-minors of the Jacobian matrix
$\mathrm{Jac}\left(\left[h_{i_{1}}, \ldots, h_{i_{r}}, \gamma^{T} X\right]\right)$ for all subsets
$\left\{i_{1}, \ldots, i_{r}\right\} \subset\{1, \ldots, p\}$; we denote it by $S(\mathbf{h}, \gamma)$.
When the entries of $\gamma$ are parameters $\mathbf{c}=\left(\mathbf{c}_{1}, \ldots, \mathbf{c}_{n}\right)$, the set of minors is denoted by $\mathrm{S}(\mathbf{h}, \mathbf{c})$.

Let $\gamma \in \mathbb{C}^{n}-\{\mathbf{0}\}$ and $\vartheta \in \mathbb{C}$. Assume that $\mathcal{V}_{\gamma, \vartheta}$ is smooth and that the ideal $\left\langle\mathbf{h}, \gamma^{T} X-\vartheta\right\rangle$ is radical and equidimensional. The polar variety $W(\mathbf{h}, \gamma, \vartheta, i)$ associated to $\mathcal{V}_{\gamma, \vartheta}$ and $\pi_{\gamma, i}$ is the critical locus of the restriction to $\mathcal{V}_{\gamma, \vartheta}$ of $\pi_{i}$. It is defined by the vanishing of the polynomials in $\mathbf{h}$ and $\mathrm{M}(\mathbf{h}, \gamma, i)$ and the polynomial $\gamma^{T} X-\vartheta$.
We will denote by $W(\mathbf{h}, \gamma, i)$ the algebraic set defined by the vanishing of the polynomials in $\mathbf{h}$ and $\mathrm{M}(\mathbf{h}, \gamma, i)$, for $1 \leq i \leq n-r$.

The polar variety $C(\mathbf{h}, \gamma)$ associated to $\mathcal{V}$ and $\pi_{\gamma}$ is the critical locus of the restriction to $\mathcal{V}$ of $\pi_{\gamma}$. It is defined by the vanishing of the polynomials in $\mathbf{h}$ and $\mathrm{S}(\mathbf{h}, \gamma)$.
In the sequel, we will use some properties of polar varieties that hold under generic changes of coordinates.
For $\mathbf{A} \in \mathrm{GL}_{n}(\mathbb{C})$ and $S \subset \mathbb{C}^{n}$, we denote by $S^{\mathbf{A}}$ the image of $S$ by the map $x \rightarrow \mathbf{A}^{-1} x$.
Let $\mathbf{A} \in \mathrm{GL}_{n}(\mathbb{Q})$, we are interested in the parameters' values $\gamma \in \mathbf{V}(\mathbf{P})$ such that there exists a non-empty Zariski open set $\mathcal{O} \subset$ $\mathbb{C}$ such that for any $\vartheta \in \mathcal{O}$, the following holds:
$\mathfrak{P}_{1}:\left(\mathbf{h}, \gamma^{T} X-\vartheta\right)$ is radical and equidimensional and $\mathcal{V}_{\gamma, \vartheta}$ is smooth; note that by the Jacobian criterion, this is equivalent to saying that at any point of $\mathcal{V}_{\gamma, \vartheta}$, the rank of $\left(\mathbf{h}, \gamma^{T} X-\vartheta\right)$ is $r+1$.
$\mathfrak{P}_{2}(\mathbf{A})$ : for $1 \leq i \leq n-r$, the polar variety $W\left(\mathbf{h}^{\mathbf{A}}, \gamma, \vartheta, i\right)$ is in Noether position with respect to the projection $\pi_{i-1}$.
For those parameters' values for which $\mathfrak{P}_{1}$ and $\mathfrak{P}_{2}(\mathbf{A})$ hold, we simply say that $\mathfrak{P}(\mathbf{A})$ holds.
We recall now the statement of [18, Proposition 4.2]. It emphasizes the interest of these properties for polynomial optimization.

Proposition 4.1. [18, Proposition 4.2] Let $\mathbf{A} \in \mathrm{GL}_{n}(\mathbb{C})$ and let $\gamma \in \mathbb{C}^{n}-\{\mathbf{0}\}$ such that $\mathfrak{P}(\mathbf{A})$ holds. Then the following holds:

- the algebraic set $\mathcal{C}_{\gamma}^{\mathrm{A}}$ defined as the Zarsiki closure of

$$
\cup_{i=1}^{n-r}\left(\left(W\left(\mathbf{h}^{\mathbf{A}}, \gamma, i\right)-C\left(\mathbf{h}^{\mathbf{A}}, \gamma\right)\right) \cap \pi_{i-1}^{-1}(\mathbf{0})\right)
$$

## has dimension at most 1 ;

- the union of $\pi_{\gamma}\left(C\left(\mathbf{h}^{\mathbf{A}}, \gamma\right)\right)$ and the set of non-properness of the restriction of $\pi_{\gamma}$ to $\mathcal{C}_{\gamma}^{\mathbf{A}}$ is finite and contains the extremum of the restriction of the map $\pi_{\gamma}$ to $\mathcal{V} \cap \mathbb{R}^{n}$.

From [18, Proposition 4.3], for any $\gamma \in \mathbf{V}(\mathbf{P})$ there exists a nonempty Zariski open set $\mathscr{A} \subset \mathrm{GL}_{n}(\mathbb{C})$ such that for any $\mathbf{A} \in \mathscr{A} \cap$ $\mathrm{GL}_{n}(\mathbb{Q}), \mathfrak{P}(\mathbf{A})$ holds.

However, note that in order to use Proposition 4.1 for parametric optimization, we need to prove a stronger statement: there exists a non-empty Zariski open subset $\mathscr{A} \subset \mathrm{GL}_{n}(\mathbb{C})$ such that the following holds. For any $\mathbf{A} \in \mathscr{A} \cap \mathrm{GL}_{n}(\mathbb{Q})$, there exists a Zariski dense subset $U \subset \mathbf{V}(\mathbf{P})$ such that for $\gamma \in U, \mathfrak{P}(\mathbf{A})$ holds.
Basically, our algorithm BasicParametricOptimization identifies a polynomial $Z$ such that $\mathbf{V}(\mathbf{P})-\mathbf{V}(Z)$ is non-empty and computes a polynomial $\Phi\left(\mathbf{c}_{0}, \mathbf{c}\right)$ such that for any $\gamma \in \mathbf{V}(\mathbf{P})-\mathbf{V}(Z)$, $\Phi\left(\mathbf{c}_{0}, \gamma\right)$ defines the union of the finite algebraic sets in the second item of Proposition 4.1.
This is what we prove below but before doing that we introduce the data-structure and subroutines used by our algorithm.

### 4.3 Data-structures and subroutines

From now on, $\mathbf{P} \subset \mathbb{Q}[\mathbf{c}]$ is a polynomial sequence that generates a prime ideal $\mathcal{P}$. We denote by $\mathbb{A}$ the integral ring $\mathbb{Q}[\mathbf{c}] / \mathcal{P}$, by $\mathbb{K}$ the fraction field of $\mathbb{A}$ and by $\overline{\mathbb{K}}$ the algebraic closure of $\mathbb{K}$.
Data-structures. Let $\mathbf{F} \subset \mathbb{Q}\left[X_{1}, \ldots, X_{n}\right]$ that defines a finite algebraic set $V$ in $\mathbb{C}^{n}$. Then, $V$ can be encoded with a zero-dimensional rational parametrization which is a sequence of polynomials $\mathbf{Q}=$ $\left(q, q_{0}, q_{1}, \ldots, q_{n}\right) \subset \mathbb{Q}[U]$, i.e. $V$ is defined by

$$
q(U)=0, X_{i}=q_{i}(U) / q_{0}(U), q_{0}(U) \neq 0 \quad \text { for } 1 \leq i \leq n,
$$

with $\operatorname{gcd}\left(q, q_{0}\right)=1$ and $q$ is unitary and its degree is the cardinality of $V$.
When $\mathbf{F}$ defines an algebraic curve $V \subset \mathbb{C}^{n}$, then a rational parametrization for $V$ is a sequence of polynomials $\mathbf{Q}=\left(q, q_{0}, q_{1}\right.$, $\left.\ldots, q_{n}\right) \subset \mathbb{Q}[U, T]$ such that $V$ is the algebraic closure of the set defined by

$$
q(U, T)=0, \quad X_{i}=\frac{q_{i}(U, T)}{q_{0}(U, T)}, q_{0}(U, T) \neq 0 \quad \text { for } 1 \leq i \leq n
$$

with $q$ unitary in $U$ and $T$, its degree is the degree of the algebraic curve $V$ and $\operatorname{gcd}\left(q, q_{0}\right)=1$.
Below, we will also consider polynomial systems in the ring $\mathbb{A}\left[X_{1}\right.$, $\left.\ldots, X_{n}\right]$ where $\mathbb{A}$ is an integral ring. We denote by $\mathbb{K}$ the fraction field of $\mathbb{A}$ and by $\overline{\mathbb{K}}$ the algebraic closure of $\mathbb{K}$. Hence, the algebraic sets defined by these polynomial systems lie in $\mathbb{K}^{n}$; whenever they define finite algebraic sets or algebraic curves, they can be encoded with rational parametrizations with coefficients in $\mathbb{K}$, which up to normalization can be turned into rational parameterizations with coefficients in $\mathbb{A}$.
Basic routines. We need to introduce the following routines.
The routine SingularMinors takes as input $\mathbf{h}$ and $\mathbf{P}$ and it returns $\tilde{\mathbf{G}}=(\mathbf{h}, \mathrm{S}(\mathbf{h}, \mathbf{c}))$.

The routine SpecialCurve takes as input $\mathbf{h}$ and $\mathbf{P}$ and returns $\tilde{\mathbf{F}}=$ $\left(\tilde{\mathbf{F}}_{1}, \ldots, \tilde{\mathbf{F}}_{n-r}\right)$ such that for $1 \leq i \leq n-r, \tilde{\mathbf{F}}_{i}$ is $\mathbf{h}, \mathrm{M}(\mathbf{h}, \mathbf{c}, i)$, $X_{1}, \ldots, X_{i-1}$.
These systems will allow us to compute parametrized representations of the sets $\mathcal{C}_{\gamma}$ for $\gamma$ lying in a Zariski dense subset.

The routine PointsPerComponents takes as input $\mathbf{h} \in \mathbb{Q}\left[X_{1}\right.$,
.,$\left.X_{n}\right]$ and it returns a zero-dimensional rational parametrization that encodes a finite set of points contained in $\mathcal{V}=\mathbf{V}(\mathbf{h})$ and meeting all the connected components of $\mathcal{V} \cap \mathbb{R}^{n}$.

The routine ValuesTakenByPoly takes as input a zero-dimensional rational parametrization $\mathbf{Q} \subset \mathbb{Q}[U]$ that encodes a finite set of points $V$ in $\mathbb{C}^{n}$, the sequence of polynomials $\mathbf{P} \subset \mathbb{Q}[\mathbf{c}]$. It returns $\Phi \subset$ $\mathbb{Q}\left[\mathbf{c}_{0}, \mathbf{c}\right]$ and a polynomial $Z \in \mathbb{Q}[\mathbf{c}]-\langle\mathbf{P}\rangle$ such that for $\gamma \in$ $\mathbf{V}(\mathbf{P})-\mathbf{V}(Z), \Phi\left(\mathbf{c}_{0}, \gamma\right)$ defines the set $\left\{\gamma^{T} x \mid x \in V\right\}$. It essentially consists of substituting the parametrization in the polynomial $\mathbf{c}^{T} X-\mathbf{c}_{0}$, clearing the denominators and eliminating the variable $U$ with a resultant computation to get $\Phi$. Note that these computations are done modulo $\mathbf{P}$ (hence in $\mathbb{A}$ ). Keeping track of exact divisions performed during the resultant computation needed to do this computation (or using specialization theorems, see e.g. [12]) yields the polynomial $Z$. Note that $Z$ does not belong to $\mathbf{P}$ (else we wouldn't use its factors for performing divisions).

As above, the routine ParametricValuesTakenByPoly takes as input a zero-dimensional rational parametrization $\mathbf{Q}$ but with coefficients in $\mathbb{A}$, the sequence of polynomials $\mathbf{P} \subset \mathbb{Q}[\mathbf{c}]$. The parametrization $\mathbf{Q}$ encodes a finite set of points $V$ in $\overline{\mathbb{K}}^{n}$. It returns $\Phi \subset \mathbb{Q}\left[\mathbf{c}_{0}, \mathbf{c}\right]$ and a polynomial $Z \in \mathbb{Q}[\mathbf{c}]-\langle\mathbf{P}\rangle$ such that for $\gamma \in \mathbf{V}(\mathbf{P})-\mathbf{V}(Z)$, $\Phi\left(\mathbf{c}_{0}, \gamma\right)$ defines the set $\left\{\gamma^{T} x \mid x \in V\right\}$. As ValuesTakenByPoly does, this routine works using substitutions and resultant computations.

The following lemma is immediate.
LEMMA 4.2. Let $\mathbf{Q}$ and $\mathbf{P}$ be as above and $(\Phi, Z)$ be the output of ParametricValuesTakenByPoly $(\mathbf{Q}, \mathbf{P})$. Then, $Z \notin\langle\mathbf{P}\rangle$.

Properness. We describe now a routine CheckProperness that takes as input $\mathbf{h}$, a matrix $\mathbf{A} \in \mathrm{GL}_{n}(\mathbb{Q})$ and $\mathbf{P} \subset \mathbb{Q}[\mathbf{c}]$ as above.

When there are no generic parameters' values in $\mathbf{V}(\mathbf{P})$ for which $\mathfrak{P}(\mathbf{A})$ holds, the routine CheckProperness simply returns (0). Else it returns $Z \in \mathbb{Q}[\mathbf{c}]-\langle\mathbf{P}\rangle$ such that for any $\gamma \in \mathbf{V}(\mathbf{P})-\mathbf{V}(Z)$, property $\mathfrak{P}(\mathbf{A})$ holds.

Roughly speaking, the above routine identifies those parameters' values $\gamma$ for which $\mathfrak{P}(\mathbf{A})$ holds.

LEMMA 4.3. We use the above notation and assumptions. Then, there exists a non-empty Zariski open set $\mathscr{A} \subset \mathrm{GL}_{n}(\mathbb{C})$ such that for any $\mathbf{A} \in \mathscr{A} \cap \mathrm{GL}_{n}(\mathbb{Q})$ the following holds.

Let $Z$ be the output of CheckProperness $(\mathbf{h}, \mathbf{A}, \mathbf{P})$. Then, $\mathbf{V}(\mathbf{P})-$ $\mathbf{V}(Z)$ is Zariski dense in $\mathbf{V}(\mathbf{P})$ and for $\gamma \in \mathbf{V}(\mathbf{P})-\mathbf{V}(Z)$, property $\mathfrak{P}(\mathbf{A})$ holds.

Proof. Note that by construction, under our assumptions, $Z \notin$ $\langle\mathbf{P}\rangle$. Hence, since $\langle\mathbf{P}\rangle$ is prime, $\mathbf{V}(\mathbf{P})-\mathbf{V}(Z)$ is Zariski dense in $\mathbf{V}(\mathbf{P})$.

It remains to prove that there exists a non-empty Zariski open set $\mathscr{A} \subset \mathrm{GL}_{n}(\mathbb{C})$ such that for any $\mathbf{A} \in \mathscr{A} \cap \mathrm{GL}_{n}(\mathbb{Q})$ and $\gamma \in \mathbf{V}(\mathbf{P})-$ $\mathbf{V}(Z)$, property $\mathfrak{P}(\mathbf{A})$ holds.

By [18, Proposition 4.3], for any $\gamma \in \mathbf{V}(\mathbf{P})$, there exists a nonempty Zariski open set $\mathscr{A} \in \mathrm{GL}_{n}(\mathbb{C})$ such that $\mathfrak{P}(\mathbf{A})$ holds for $\gamma$.

We prove below that there exists $Z \notin\langle\mathbf{P}\rangle$ such that for any $\mathbf{A} \in \mathscr{A}$ and $\gamma^{\prime} \in \mathbf{V}(\mathbf{P})-\mathbf{V}(Z), \mathfrak{P}(\mathbf{A})$ holds for $\gamma^{\prime}$.

Consider a minimal Gröbner basis $G$ of the ideal generated by $\left\langle\mathbf{h}, \mathbf{c}^{T} X-\mathbf{c}_{0}\right\rangle$ and all $(r+1)$-minors of Jac $\left(\mathbf{h}, \mathbf{c}^{T} X-\mathbf{c}_{0}\right)$ with $\mathbb{K}\left(\mathbf{c}_{0}\right)$ as a ground field. We claim that $G$ is (1). Indeed, if it was not the case, this would imply that for any $\gamma \in \mathbf{V}(\mathbf{P})$ which does not cancel the finitely many denominators that appear in a computation of $G, \mathfrak{P}_{1}$ does not hold; hence a contradiction. We deduce that $G$ is (1) as claimed and let $Z^{\prime}$ be the product of all denominators appearing during the computation of $G$.

Now let $\mathfrak{A}$ be an $n \times n$ matrix with entries $\mathfrak{A}_{i, j}$ as indeterminates.
By [33], one can ensure Noether position properties by setting the non-vanishing of some denominators of a minimal reduced Gröbner basis of the ideals generated by

$$
\mathbf{h}^{\mathfrak{A}}, \mathrm{M}\left(\mathbf{h}^{\mathfrak{A}}, \mathbf{c}, i\right), \mathbf{c}^{T} \mathfrak{A} X-\mathbf{c}_{0}
$$

with $\mathbb{K}\left(\mathfrak{A}_{i, j}\right)$ as a ground field. The coefficients of these denominators lie in $\mathbb{K}$ which contains $\mathbb{Q}$. Now, we define the Zariski open set $\mathscr{A} \subset \mathrm{GL}_{n}(\mathbb{C})$ by the non-vanishing of the coefficients of the monomials in $\mathbf{c}, \mathbf{c}_{0}$. This set is non-empty because, as above, it would contradict that for any $\gamma \in \mathbf{V}(\mathbf{P}), \mathfrak{P}(\mathbf{A})$ holds for $\mathbf{A}$ generic.

Now, remark that for $\mathbf{A} \in \mathscr{A}$, one can define $Z^{\prime \prime}$ as the denominators that appear in the computation of the minimal reduced Gröbner basis of the ideals generated by

$$
\mathbf{h}^{\mathbf{A}}, \mathrm{M}\left(\mathbf{h}^{\mathbf{A}}, \mathbf{c}, i\right), \mathbf{c}^{T} \mathbf{A} X-\mathbf{c}_{0}
$$

with $\mathbb{K}$ as a ground field.
Taking $Z=Z^{\prime} Z^{\prime \prime}$ ends the proof.
Rational parametrizations. Consider a sequence of polynomials polynomials $\mathbf{F}=\left(f_{1}, \ldots, f_{s}\right)$ and $\mathbf{G}=\left(g_{1}, \ldots, g_{k}\right)$ in $\mathbb{A}\left[X_{1}, \ldots\right.$, $\left.X_{n}\right]$ and $I \subset \mathbb{K}\left[X_{1}, \ldots, X_{n}\right]$ be the saturation of $\langle\mathbf{F}\rangle$ by $\langle\mathbf{G}\rangle$; we denote it by $\langle\mathbf{F}\rangle:\langle\mathbf{G}\rangle^{\infty}$. We assume that $I$ has dimension 1 and is equidimensional.

We are interested in studying the complex solutions of $\mathbf{F}$ that are not solutions of $\mathbf{G}$ where the admissible values for the parameters c lie in the irreducible algebraic set associated to $\mathcal{P}$. We consider a routine ParametricCurveRepresentation that takes as input $\mathbf{F}$, $\mathbf{G}$ and $\mathbf{P}$ and which returns a finite sequence of polynomials $\mathbf{Q}=$ $\left(q, q_{0}, q_{1}, \ldots, q_{n}\right) \subset \mathbb{K}[U, T]$ and a polynomial $Z$ in $\mathbb{Q}[\mathbf{c}]-\mathcal{P}$ such that for any $\gamma=\left(\gamma_{1}, \ldots, \gamma_{n}\right) \in \mathbf{V}(\mathbf{P})-\mathbf{V}(Z)$ the curve associated to $\left\langle\mathbf{F}_{\gamma}\right\rangle:\langle\mathbf{G}\rangle^{\infty}$ is the Zariski closure of the set defined by

$$
q_{\gamma}(U, T)=0, \quad X_{i}=q_{i, \gamma}(U, T) / q_{0, \gamma}(U, T), \quad q_{0, \gamma}(U, T) \neq 0
$$

for $1 \leq i \leq n$ (where $q_{\gamma}$ and $q_{i, \gamma}$ denote the polynomials of $\mathbf{Q}$ obtained by instantiating $\mathbf{c}$ to $\gamma$ in $q$ and $q_{i, \gamma}$ for $i \in\{0, \ldots, n\}$ ).

LEmmA 4.4. Let $\mathbf{F}$ and $\mathbf{G}$ be as above and let $(\mathbf{Q}, Z)$ be the output of ParametricCurveRepresentation $(\mathbf{F}, \mathbf{G}, \mathbf{P})$. Then the Krull dimension of $\langle\mathbf{P}\rangle+\langle Z\rangle$ is less than the Krull dimension of $\langle\mathbf{P}\rangle$.

Proof. Without loss of generality, one can assume that we are in generic coordinates. Using Gröbner bases with $\mathbb{K}$ as ground field and linear algebra in $\mathbb{K}\left(X_{1}\right)\left[X_{2}, \ldots, X_{n}\right]$ one can compute a rational parametrization of $I$ (see e.g. [11, 4]). During this computation, some polynomials (which are not 0 modulo $\mathcal{P}$ by construction) are used to perform divisions. Taking $Z$ as the product of these polynomials is a valid output and since these polynomials are not 0 modulo $\mathcal{P}, Z$ is not. Since $\mathcal{P}$ is prime, we deduce that $\mathcal{P}+\langle Z\rangle$ has dimension less than the dimension of $\mathcal{P}$.

Reusing the above notations and ParametricCurveRepresentation, it is straightforward to obtain a routine UnionParametricCurve that takes as input a sequence of sequences of polynomials $\mathbf{F}=\left(\mathbf{F}_{1}, \ldots, \mathbf{F}_{l}\right)$ a sequence of polynomials $\mathbf{G}$ and $\mathbf{P}$ such that the ideal $\left\langle\mathbf{F}_{k}\right\rangle:\langle\mathbf{G}\rangle^{\infty} \subset \mathbb{K}\left[X_{1}, \ldots, X_{n}\right]$ has dimension 1 and is equidimensional for $1 \leq k \leq l$. It returns a finite sequence of polynomials $\mathbf{Q}=\left(q, q_{0}, q_{1}, \ldots, q_{n}\right) \subset \mathbb{K}[U, T]$ and a polynomial $Z$ in $\mathbb{Q}[\mathbf{c}]-\mathcal{P}$ such that for any $\gamma=\left(\gamma_{1}, \ldots, \gamma_{n}\right) \in \mathbf{V}(\mathbf{P})-\mathbf{V}(Z)$ the curve associated to $\bigcap_{k=1}^{l}\left\langle\mathbf{F}_{k \gamma}\right\rangle:\langle\mathbf{G}\rangle^{\infty}$ is the Zariski closure of the set defined by
$q_{\gamma}(U, T)=0, \quad X_{i}=q_{i, \gamma}(U, T) / q_{0, \gamma}(U, T) \quad q_{0, \gamma}(U, T) \neq 0$
for $1 \leq i \leq n$ (where $q_{\gamma}$ and $q_{i, \gamma}$ denotes the polynomials of $\mathbf{Q}$ obtained by instantiating $\mathbf{c}$ to $\gamma$ in $q$ and $q_{i, \gamma}$ for $i \in\{0, \ldots, n\}$ ). The following lemma is an immediate consequence of Lemma 4.4.

LEMMA 4.5. Let $\mathbf{F}$ and $\mathbf{G}$ be as above and let $(\mathbf{Q}, Z)$ be the output of UnionCurveParametric $(\mathbf{F}, \mathbf{G}, \mathbf{P})$. Then the Krull dimension of $\langle\mathbf{P}\rangle+\langle Z\rangle$ is less than the Krull dimension of $\langle\mathbf{P}\rangle$.
Intersection of a curve with a variety. We describe now the routine ParametricIntersection which takes as input a one-dimensional rational parametrization $\mathbf{Q}$ of a curve $C \subset \overline{\mathbb{K}}^{n}$, a polynomial sequence $\mathbf{G} \in \mathbb{A}\left[X_{1}, \ldots, X_{n}\right]$ and $\mathbf{P}$. The sequence $\mathbf{G}$ defines an algebraic set $H$ in $\overline{\mathbb{K}}^{n}$. Assume that the intersection of $C$ and $H$ is finite. Then, following [14] one can compute a parametric zerodimensional rational parametrization $\mathbf{Q}^{\prime}$ that encodes $C \cap H$. This is done by substituting in $\mathbf{G}$ the parametrizations of the $X_{i}$ 's hence reducing the computation to computing the intersection defined by the vanishing of two bivariate polynomials with coefficients in $\mathbb{K}$ (using resultant computations). Again, keeping track of the denominators appearing during the computation or using specialization theorems, one can finally return a parametric zero-dimensional parametrization $\mathbf{Q}$ and a polynomial $Z \notin\langle\mathbf{P}\rangle$ such that for any $\gamma \in \mathbf{V}(\mathbf{P})-\mathbf{V}(Z)$, $\mathbf{Q}_{\gamma}^{\prime}$ encodes $C_{\gamma} \cap H_{\gamma}$.

LEMMA 4.6. Let $\mathbf{Q}, \mathbf{G}$ and $\mathbf{P}$ as above and $(\Phi, Z)$ be the output of ParametricIntersection $(\mathbf{Q}, f, \mathbf{P})$. Then, $\operatorname{dim}(\langle\mathbf{P}\rangle+\langle Z\rangle)<$ $\operatorname{dim}(\mathbf{P})$.
Computing a set of non-properness. Let $\mathbf{Q}$ be a one dimensional rational parametrization with coefficients in $\mathbb{A}$; it defines an algebraic curve $C_{1} \subset \overline{\mathbb{K}}^{n}$. Then, there exists a Zariski dense subset $U$ of $\mathbf{V}(\mathbf{P})$ such that for $\gamma \in U, V\left(\mathbf{Q}_{\gamma}\right)$ defines an algebraic curve $C_{\gamma}$.

The routine ParametricSetOfNonProperness computes $(\Phi, Z)$ such that $\mathbf{V}(\mathbf{P})-\mathbf{V}(Z) \subset U$ and is non-empty and such that for $\gamma \in \mathbf{V}(\mathbf{P})-\mathbf{V}(Z), \Phi\left(\mathbf{c}_{0}, \gamma\right)$ is not 0 and its set of roots contains the set of non-properness of the restriction of the map $x \rightarrow \gamma^{T} x$ to $C_{\gamma}$.

We denote by $C_{2}$ the algebraic curve $\left\{\left(\gamma_{0}, x\right) \mid x \in C_{1}\right.$ and $\left.\gamma_{0}=\mathbf{c}^{T} x\right\}$. We also denote by $\mathfrak{C}_{1}$ the projective closure of $C_{1}$ in $\mathbb{P}^{n}(\overline{\mathbb{K}})$. For $x=\left(x_{0}: x_{1}: \cdots: x_{n}\right) \in \mathfrak{C}_{1}$ with $x_{0} \neq 0$, we denote by $\tilde{x}$ the point $\left(\frac{x_{1}}{x_{0}}, \ldots, \frac{x_{n}}{x_{0}}\right)$ and by $\mathfrak{C}_{2}$ the quasi-projective set $\left\{\left(\gamma_{0}, x\right) \mid x \in \mathfrak{C}_{1}\right.$ and $\left.\mathbf{c}^{T} \tilde{x}=\gamma_{0}\right\}$.

Following algorithm given in [9] our routine reduces to the following steps:

- compute a representation of the projective closure $\mathfrak{C}_{2}$; this can be done using Gröbner bases with $\mathbb{K}$ as a ground field;
- compute the intersection of $\mathfrak{C}_{2}$ with the hyperplane at infinity defined by $X_{0}=0$; this is a finite set of points and again it can be done using Gröbner bases with $\mathbb{K}$ as a ground field.
Keeping track of all denominators that appear during the computations yields the polynomial $Z \notin\langle\mathbf{P}\rangle$ as above.

The following lemma is immediate.
LEMMA 4.7. Let $\mathbf{Q}$ and $\mathbf{P}$ be as above and let $(\Phi, Z)$ be the output of ParametricSetOfNonProperness $(\mathbf{Q}, \mathbf{P})$. Then $\operatorname{dim}(\langle\mathbf{P}\rangle+$ $\langle Z\rangle)<\operatorname{dim}(\mathbf{P})$.

### 4.4 Basic routine for parametric optimization

We describe now our basic subroutine BasicParametricOptimization. It can be seen as a parametrized version of Algorithm SetContainingLocalExtrema in [18].

This latter algorithm consists in reducing the problem of computing the optimum of a polynomial function restricted to a real algebraic set $\mathcal{V} \cap \mathbb{R}^{n}$ to the problem of computing the optimum of the same polynomial function restricted to a curve. Obviously, this is done in such a way that both optimization problems share the same optimum.

We describe the main steps and refer to the steps of algorithm BasicParametricOptimization corresponding to their parametric variants. The algorithm starts by computing sample points in $\mathcal{V} \cap \mathbb{R}^{n}$ and
gets $(i)$ the values attained by the polynomial function to optimize at those points (this corresponds to Steps 1-2). Next, it computes representations of linear sections of polar varieties that define algebraic curves (Step 5-6). Finally, it computes (ii) the set of non-properness of the restriction of the considered function to the curve (Step 7) and gets (iii) the critical values of this function restricted to the curve (Step 8-9). All this is done in such a way that the optimum lies in the set of values (i), (ii) and (iii).
Input: $\mathbf{h}=\left(h_{1}, \ldots, h_{p}\right) \subset \mathbb{Q}\left[X_{1}, \ldots, X_{n}\right]$ and $\mathbf{P} \subset \mathbb{Q}[\mathbf{c}]$
Properties: $\mathbf{P}$ generates a prime ideal and $\left\langle h_{1}, \ldots, h_{p}\right\rangle$ generates a radical equidimensional ideal defining a smooth algebraic set.
Output: $(\Phi, Z)$ such that

- $\Phi \in \mathbb{Q}\left[\mathbf{c}_{0}, \mathbf{c}\right]$ and $Z \in \mathbb{Q}[\mathbf{c}] ;$
- $Z$ is not 0 modulo $\langle\mathbf{P}\rangle$;
- For any $\gamma \in \mathbf{V}(\mathbf{P})-\mathbf{V}(Z)$ such that $Z(\gamma) \neq 0, \Phi\left(\mathbf{c}_{0}, \gamma\right)$ is not zero and its set of roots contains the optimum of the restriction of $\pi_{\gamma}$ to $\mathcal{V} \cap \mathbb{R}^{n}$.
BasicParametricOptimization (h, $\mathbf{P}$ )

1. $R=$ PointsPerComponents(h)
2. $\left(\Phi_{0}, Z_{0}\right)=\operatorname{ValuesTakenByPoly}\left(R, \mathbf{c}^{T} X, \mathbf{P}\right)$
3. Choose randomly $\mathbf{A} \in \mathrm{GL}_{n}(\mathbb{C})$
4. $Z_{0}^{\prime}=$ CheckProperness $(\mathbf{h}, \mathbf{A}, \mathbf{P})$
5. $\tilde{\mathbf{F}}=\operatorname{SpecialCurve}\left(\mathbf{h}^{\mathbf{A}}, \mathbf{P}\right), \tilde{\mathbf{G}}=\operatorname{SingularMinors}\left(\mathbf{h}^{\mathbf{A}}, \mathbf{P}\right)$
6. $\left(R_{1}, Z_{1}\right)=$ UnionParametricCurve $(\tilde{\mathbf{F}}, \tilde{\mathbf{G}}, \mathbf{P})$
7. $\left(\Phi_{1}, Z_{1}^{\prime}\right)=$ ParametricSetofNonProperness $\left(R_{1}, \mathbf{P}, \mathbf{c}^{T} X\right)$
8. $R_{2}=$ ParametricIntersection $\left(R_{1}, \tilde{\mathbf{G}}, \mathbf{P}\right)$
9. $\left(\Phi_{2}, Z_{2}\right)=$ ParametricValuesTakesByPoly $\left(R_{2}, \mathbf{c}^{T} X, \mathbf{P}\right)$
10. Take $Z=Z_{0} Z_{0}^{\prime} Z_{1} Z_{1}^{\prime} Z_{2}$ and $\Phi=\Phi_{0} \Phi_{1} \Phi_{2}$

## 11. return $(\Phi, Z)$

THEOREM 4.8. Let $\mathbf{h}$ and $\mathbf{P}$ be as above and $(\Phi, Z)$ be the output of BasicParametricOptimization $(\mathbf{h}, \mathbf{P})$. Then, $Z \notin\langle\mathbf{P}\rangle$ and its output is correct.

Proof. The fact that $Z \notin\langle\mathbf{P}\rangle$ is an immediate consequence of the fact that $\langle\mathbf{P}\rangle$ is prime and that its factors $Z_{0}, Z_{0}^{\prime}, Z_{1}, Z_{1}^{\prime}$ and $Z_{2}$ do not belong to $\langle\mathbf{P}\rangle$ from Lemmata 4.2, 4.3, 4.5, 4.6 and 4.7.

It remains to prove the correctness of the output. Since $\mathbf{A}$ is chosen at random at Step 3, one can assume that $\mathbf{A}$ belongs to the nonempty Zariski open set $\mathscr{A}$ defined in Lemma 4.3.

Now, remark that for any $\gamma \in \mathbf{V}(\mathbf{P})-\mathbf{V}(Z)$. By Lemma 4.3, property $\mathfrak{P}(\mathbf{A})$ holds.

Hence, without loss of generality one can assume that algorithm SetContainingLocalExtrema in [18] runs by choosing the matrix $\mathbf{A}$ selected at Step 3 of BasicParametricOptimization. On input $\gamma^{T} X$ and $\mathbf{h}$ the output of SetContainingLocalExtrema is a polynomial $\varphi \in \mathbb{Q}\left[\mathbf{c}_{0}\right]$ whose set of roots contains the optimum of the restriction of the map $x \rightarrow \gamma^{T} x$ to $\mathcal{V} \cap \mathbb{R}^{n}$. From Lemmata 4.2, 4.5, 4.6 and 4.7 this polynomial $\varphi$ is exactly $\Phi\left(\mathbf{c}_{0}, \gamma\right)$. Hence, correctness of algorithm SetContainingLocalExtrema [18, Proposition 4.2] implies the one of BasicParametricOptimization.

### 4.5 Recursive procedure

We present now our recursive procedure. It uses the routine BasicParametricOptimization presented above. It also uses a routine PrimeDecomposition which takes as input a polynomial family $\mathbf{P} \subset$ $\mathbb{Q}[\mathbf{c}]$ and a polynomial $Z \in \mathbb{Q}[\mathbf{c}]$. It returns polynomial families $\mathbf{P}_{1}, \ldots, \mathbf{P}_{k}$ such that

$$
\sqrt{\langle\mathbf{P}\rangle+\langle Z\rangle}=\cap_{i=1}^{k}\left\langle\mathbf{P}_{i}\right\rangle
$$

and $\left\langle\mathbf{P}_{i}\right\rangle$ is prime for $1 \leq i \leq k$.

Input: $\mathbf{h}=\left(h_{1}, \ldots, h_{p}\right) \subset \mathbb{Q}\left[X_{1}, \ldots, X_{n}\right]$ and $\mathbf{P}_{0} \subset \mathbb{Q}[\mathbf{c}]$
Properties: $\mathbf{P}_{0}$ generates a prime ideal and $\left\langle h_{1}, \ldots, h_{p}\right\rangle$ generates a radical equidimensional ideal defining a smooth algebraic set.
Output: a list of triples $(\Phi, Z, \mathbf{P})$ such that

- $\mathbf{P} \subset \mathbb{Q}[\mathbf{c}]$ generates a prime ideal; $Z \in \mathbb{Q}[\mathbf{c}]-\langle\mathbf{P}\rangle$ and $\Phi \in \mathbb{Q}\left[\mathbf{c}_{0}, \mathbf{c}\right] ;$
- for any $\gamma \in \mathbf{V}(\mathbf{P})-\mathbf{V}(Z), \Phi\left(\mathbf{c}_{0}, \gamma\right)$ is not identically 0 and its set of roots contains the optimum of the restriction of the map $x \rightarrow \gamma^{T} x$ to $\mathcal{V} \cap \mathbb{R}^{n}$
and the union of the algebraic sets defined by the families $\mathbf{P}$ in the output is $\mathbf{V}\left(\mathbf{P}_{0}\right)$.
When calling this recusive algorithm with input $\mathbf{h}$ and $(0) \in \mathbb{Q}[\mathbf{c}]$ we get a list of triples ( $\Phi_{i}, Z_{i}, \mathbf{P}_{i}$ ) for $1 \leq i \leq k$ such that $\cup_{i=1}^{k} \mathbf{V}\left(\mathbf{P}_{\mathbf{i}}\right)$ is the whole parameters' space. Remark that with the above properties of the output, given $\gamma \in \mathbb{C}^{n}$, the optimum of the restrition of the map $x \rightarrow \gamma^{T} x$ is a root of the non-zero polynomial $\Phi_{i}\left(\mathbf{c}_{0}, \gamma\right)$ if $\gamma \in \mathbf{V}\left(\mathbf{P}_{i}\right)-\mathbf{V}\left(Z_{i}\right)$.
ParametricOptimizationRec $\left(\mathbf{h}, \mathbf{P}_{0}\right)$

1. if $\left\langle\mathbf{P}_{0}\right\rangle=\langle 1\rangle$ then return []
2. $(\Phi, Z)=$ BasicParametricOptimization $\left(\mathbf{h}, \mathbf{P}_{0}\right)$
3. $\left(\mathbf{P}_{1}, \ldots, \mathbf{P}_{k}\right)=$ PrimeDecomposition $(\mathbf{P}, Z)$
4. Let $\mathbf{L}_{i}=$ ParametricOptimizationRec $\left(\mathbf{h}, \mathbf{P}_{i}\right)$ for $1 \leq i \leq k$
5. return the union of $\left(\Phi, Z, \mathbf{P}_{0}\right)$ with $\mathbf{L}_{1}, \ldots, \mathbf{L}_{i}$

Theorem 4.9. Algorithm ParametricOptimizationRec terminates and is correct.

Proof. Correctness follows straightforwardly from an induction on the depth of the recursion and the correctness of BasicParametricOptimization (see Theorem 4.8).
We prove now termination. Using again Theorem 4.8 , note that the polynomial $Z$ obtained at Step 2 is such that $\operatorname{dim}\left(\left\langle\mathbf{P}_{0}\right\rangle+\langle Z\rangle\right)<$ $\operatorname{dim}\left(\mathbf{P}_{0}\right)$ since $\mathbf{P}_{0}$ is prime and $Z \notin\left\langle\mathbf{P}_{0}\right\rangle$. We deduce that at each recursive call, the dimension decreases which ends the proof.
Example 3.3 (CONTINUED) Since $\left\langle\mathbf{c}_{2} \mathbf{c}_{4}, \mathbf{c}_{3} \mathbf{c}_{4}, \mathbf{c}_{3} \mathbf{c}_{2} \mathbf{c}_{1}\right\rangle$ represents the bad parameters' values for Algorithm 3.1, we need to consider its prime components $\left\langle\mathbf{c}_{1}, \mathbf{c}_{4}\right\rangle,\left\langle\mathbf{c}_{2}, \mathbf{c}_{4}\right\rangle,\left\langle\mathbf{c}_{3}, \mathbf{c}_{4}\right\rangle$ and $\left\langle\mathbf{c}_{2}, \mathbf{c}_{3}\right\rangle$ in our recursive procedure described above. Due to the limit of space, we do not provide all details. We only present the results obtained with $\mathbf{P}=\left\langle\mathbf{c}_{2}, \mathbf{c}_{3}\right\rangle$, especially those of Step 7 in the subroutine BasicParametricOptimization but all the computations take a few minutes using Macaulay 2 while the best implementations of CAD don't tackle this example. Following the paragraph on computing sets of non-properness, we obtain that the square-free parts of $\Phi_{1}$ and $Z_{1} Z_{1}^{\prime}$ are respectively $\mathbf{c}_{0} \mathbf{c}_{1} \mathbf{c}_{4}$ and $\mathbf{c}_{1} \mathbf{c}_{4}$. Thus, we need recursive routines with $\mathbf{P}_{1}=\left\langle\mathbf{c}_{1}, \mathbf{c}_{2}, \mathbf{c}_{3}\right\rangle$ and $\mathbf{P}_{2}=\left\langle\mathbf{c}_{2}, \mathbf{c}_{3}, \mathbf{c}_{4}\right\rangle$, repectively. In both cases, all parameters are instantiated; the objective function is $X_{4}$ in the case of $\mathbf{P}_{1}$ and $X_{1}$ in the case of $\mathbf{P}_{2}$. In the case of $\mathbf{P}_{1}$, the problem is reduced to the non-parametric optimization problem with the objective $X_{4}$. Running the algorithm in [18], we get $\Phi_{1}=\mathbf{c}_{0}$ which represents the asymptotic optimum that we are concerned about.
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