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Abstract. We present an algebraic attack on NTRU (restricted to the case where the parameter q is

a power of two) using the method of the Witt vectors proposed by Silverman, Smart and Vercauteren

[17]; the latter considered only the first two bits of a Witt vector attached to the recovering of the

secret key in order to reduce the problem to the resolution of an algebraic system over F2. The

theoretical complexity of this resolution was not studied by the authors. In this paper, we use the

first three bits of the Witt vectors to obtain supplementary equations which allow us to reduce the

complexity of the attack. Using Gröbner basis complexity results of overdetermined systems, we

have been able to provide a theoretical complexity analysis. Additionally we provide experimental

results illustrating the efficiency of this approach. Moreover, we prove that the use of the fourth

bit does not improve the complexity, what is surprising. Unfortunately, for standard values of the

NTRU parameters, the proven complexity is around 2246 and this attack does not make it possible to

find the private key.
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1 Introduction

Algebraic cryptanalysis can be described as a general framework that permits to assess

the security of a wide range of cryptographic schemes. The basic idea of such crypt-

analysis is to model a cryptographic primitive by a set of polynomial equations. The

system of equations is constructed such that the solution of this system is precisely

the secret information of the cryptographic primitive (for instance, the secret key of

an encryption scheme). It is a powerful technique that applies potentially to a wide

range of cryptosystems; for instance, Faugère and Joux present, in [13], an effective

algebraic cryptanalysis of the HFE cryptosystem by solving a system of 80 quadratic

dense equations in 80 variables over F2.

The goal of this paper is to generalize the algebraic attack on NTRU by Silverman,

Smart, Vercauteren, described in [17], and evaluate the complexity of the various asso-

ciated attacks.

1.1 Basic facts about the NTRU cryptosystem

First, let us recall the NTRU problem over a ring field Zq, where Zq = Z/qZ are the

integers modulo q. The public parameters of NTRU (we refer to [15] for a complete

description of NTRU) are: N a prime number (for instance N = 251), q = 2m a power
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206 Gérald Bourgeois and Jean-Charles Faugère

of two (for instance q = 128). Consider the polynomial ring Rq = Zq[X]/(XN − 1);
⋆ refers to the product in Rq.

The key generation begins by choosing two random polynomials F and g in F2[X]
each of degree N − 1. Note that the number of non zero coefficients of F and g can be

fixed too, which provides some additional equations, but we do not take it into account

here. The private key is the polynomial f defined by f = 1 + p ⋆ F , where p = 2 + X
and the public key is the polynomial h defined by h = p ⋆ f−1

q ⋆ g, where f−1
q is the

inverse of f in Rq; this inverse almost surely exists because F is randomly selected.

Hence, breaking the NTRU system is equivalent to the problem of recovering the

polynomial F ∈ F2[X] from a given polynomial h, knowing that f⋆h = (1+p⋆F )⋆ h =
p ⋆ g.

NTRU Problem

Input: positive integers N, q = 2m, and a polynomial h of degree less than N − 1

in Zq[X].
Problem: find if there is a pair (F, g) ∈ F2[X]2 such that

deg(F ) < N and deg(g) < N,

(1 + pF )h ≡ p g mod
(

XN − 1
)

mod 2m, (1)

where p = 2 + X .

1.2 Idea of the algebraic attack

It is easy to see that the NTRU problem can be modeled as an MQ problem, that is

the problem of finding one (not necessarily all) solution to a system of m multivariate

quadratic equations with n variables over Fq: Assume that g(X) =
∑N−1

i=0 giX
i and

F (X) =
∑N−1

i=0 FiX
i, where Fi, gi ∈ F2 are unknown. From equation (1) we consider

the polynomial

Z(X) = (1 + (2 + X)F (X))h − (2 + X) g(X).

The coefficients of the remainder of Z(X) w.r.t. XN − 1 lead to N linear equations

Rem(Z(X), XN − 1) =
N−1
∑

i=0

ei Xi,

e1 = . . . = eN−1 = 0 mod 2m. (2)

Of course, since the equations (2) are true modulo 2m they are also true modulo 2, 4,

8, 16. The first idea is to consider these equations modulo 2 since we can compute

directly a Gröbner basis over F2. However, this method is rather naive since we obtain

a system of 2 N quadratic equations in N variables (since we add the field equations

x2 − x = 0). Moreover, in that case, the corresponding algebraic system seems to

behave like a random algebraic system. Recall that the resolution of a system of N
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Algebraic attack on NTRU 207

quadratic equations in N variables in F2 is an NP-hard problem (see [14]) and that it

was experimentally established that the resolution of a random system is a hard prob-

lem. Even if the equations that we get have symmetries (they are invariants by the

cyclic group for instance), it is an open issue to obtain efficient Gröbner basis algo-

rithms dealing with symmetries. Consequently, it is very unlikely to obtain an efficient

attack in this way.

The next idea is to extract more information from equations (2): In a first step we

consider these ei = 0 mod 2m′

with m′ < m (in practice m′ = 2, 3 or 4), then

we transport these equalities in the truncated Witt ring (for the definition of the Witt

ring see Section 2.1). The problem is then reduced to an algebraic system with N
variables in F2. We hope to obtain an algebraic system that is easier to solve since

we add additional equations and thus we obtain an overdetermined algebraic system

(under some regularity assumption, Gröbner basis algorithms are much more efficient

when the number of equations is much bigger than the number of variables). The main

drawback of this method is that for a fixed m′ we add non-sparse polynomial equations

of degree 2m′
−1.

1.3 The results

In [17] the authors choose m′ = 2 (that is they use only the first two bits of the total Witt

vectors). The recovering of the secret key is reduced to solve a system of N quadratic

equations in N variables in F2. In this paper, we use the third and fourth bit of the Witt

vectors (m′ = 3 and 4); we thus obtain N additional equations of degree four for the

third bit and N additional equations of degree eight for the fourth bit. These choices

provide systems of 2N or 3N equations in N variables in F2.

In [17] the theoretical complexity of this problem is not studied. Here we carry

out this computation and we prove that for N = 251 the use of the third bit divides

the computing time by sixty, but surprisingly the use of the fourth bit gives no further

improvement. However, these complexities are very large and this attack is unfeasible

in practice.

We have conducted experiments with 20 ≤ N ≤ 25 using the FGb/Maple software

(similar results can be checked using the Magma computer algebra system): if we

consider only the 2N first equations (m′ = 3), then compared to the system reduced

to N first equations, the computing times are divided by two for N = 25 and the gap

widens when N increases.

When m′ = 4, the additional equations of degree 8 are taken into account during

the Gröbner basis process only starting from N ≥ 41. We cannot test this contribution

because of a lack of memory.

2 Recovering the secret key reduces to an algebraic system

2.1 The ring of Witt vectors

With the 2-adic numbers we can introduce the Witt vectors [9], but here we will only

use W4[F2], the ring of Witt vectors over F2 of length 4; it is the set F2
4 provided with
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208 Gérald Bourgeois and Jean-Charles Faugère

a ring structure, the bijection onto the ring Z24 ,
(

W4[F2] −→ Z24

a = [a0, a1, a2, a3] 7−→
∑3

i=0 ai2
i

)

,

induces ring operations + and ⋆ on the set W4[F2] (see [5]).

Note that if we consider the Witt ring with coefficients in Fp, p ≥ 3, then the Witt

isomorphism is much more complicated (see Teichmüller representatives in [16]).

2.2 First part of the construction of the algebraic equations

We rewrite the equality f ⋆ h = p ⋆ g mod 24 in W4(F2) with the following notations:

g =
N−1
∑

i=0

giX
i, where gi ∈ F2 is unknown (we use the notation g−1 = gN−1),

F =
N−1
∑

i=0

FiX
i, where Fi ∈ F2 is unknown,

h =
N−1
∑

i=0

hiX
i, where hi = [hi0, hi1, hi2, hi3] ∈ W4(F2) is given.

The unknowns are the (gi) and (Fi) but we only need (Fi).

It follows that

f = (1 + (2 + X)F ) = (1 + 2F0 + FN−1) +
N−1
∑

i=1

(2Fi + Fi−1)X
i =

N−1
∑

i=0

fiX
i,

where fi ∈ W4(F2) is defined by
{

f0 = [1 + FN−1, F0 + FN−1, F0 FN−1, 0],

fi = [Fi−1, Fi, 0, 0] if i ≥ 1.

In the same way,

p ⋆ g = (2 + X) ⋆ g =
N−1
∑

i=0

(2gi + gi−1)X
i =

N−1
∑

i=0

RiX
i,

where Ri = [gi−1, gi, 0, 0] ∈ W4(F2).
Finally,

f ⋆ h =
N−1
∑

k=0

LkXk with Lk =
∑

(i+j=k) mod N

fihj .

Then for all k ≤ N − 1, Lk = Rk, that is, [Lk0, Lk1, Lk2, Lk3] = [gk−1, gk, 0, 0]. The

equations Lk0 = gk−1, Lk1 = gk were used in [17]; in our work we add the equalities

Lk2 = 0, Lk3 = 0.
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Algebraic attack on NTRU 209

2.3 Expressions of S0, S1, S2, S3 in the case of a sum of more than two terms

The expression Lk is the sum of N terms, each one being the product of two terms. To

compute Lk, we must therefore determine the product P (a, b) of two elements a, b of

the Witt’s ring as well as the sum S(a1, . . . , as) of s elements a1, . . . , as of the Witt’s

ring. Straightforward computations involve the following formulas.

P0(a, b) = a0b0,

P1(a, b) = a0b1 + a1b0,

P2(a, b) = a0b0a1b1 + a0b2 + b0a2 + a1b1,

P3(a, b) = a0b0a1b1a2 + a0b0a1b1b2 + a0b0a1b1 + a0b0a2b2 + a0a1b1b2 + a0b3

+ b0a1b1a2 + b0a3 + a1b2 + b1a2.

The computations for S are more intricate.

Definition (See [5]). Let a1, . . . , as be elements of the Witt’s ring. We define the weight

of a monomial in the (aik)ik as follows: weight(aik) = 2k for all i, k and the weight of

a product of two monomials is the sum of their weights.

Theorem 2.1 (See [5]). Sr(a1, . . . , as) is the sum of all monomials of weight 2r in the

(aik)ik.

Now we can deduce the four components of S.

S0(a1, . . . , as) =
∑

i

ai0, (3)

S1(a1, . . . , as) =
∑

i<j

ai0aj0 +
∑

i

ai1, (4)

S2(a1, . . . , as) =
∑

i

ai1

∑

i<j

ai0aj0 +
∑

i<j

ai1aj1 +
∑

i

ai2

+
∑

i<j<k<l

ai0aj0ak0al0, (5)

S3(a1, . . . , as) =
∑

i

ai3 +
∑

i<j

ai2aj2 +
∑

i

ai2

∑

i<j

ai1aj1 +
∑

i<j<k<l

ai1aj1ak1al1

+
∑

i<j

ai0aj0

∑

i

ai1

∑

i

ai2 +
∑

i<j

ai0aj0

∑

i<j<k

ai1aj1 ak1

+
∑

i<j<k<l

ai0aj0ak0al0

(

∑

i

ai2 +
∑

i<j

ai1aj1

)

+
∑

i

ai1

∑

i1<i2<i3<i4<i5<i6

ai10ai20ai30ai40ai50ai60

+
∑

i1<i2<i3<i4<i5<i6<i7<i8

ai10ai20ai30ai40ai50ai60ai70ai80. (6)
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210 Gérald Bourgeois and Jean-Charles Faugère

2.4 The N equations associated to the third bit

In the following sums, the indices u, u∗ satisfy the relation (u + u∗ = k) mod N .

According to the formulas (3), (4), (5) giving S0, S1, S2, the relations Lk2 = 0 are

written in W4[F2] in the form

∑

i

(fi0hi∗1 + fi1hi∗0)
∑

i<s

fi0hi∗0fs0hs∗0 +
∑

i<s

(fi0hi∗1 + fi1hi∗0)(fs0hs∗1 + fs1hs∗0)

+
∑

i

(fi0hi∗0fi1hi∗1 + fi0hi∗2 + fi1hi∗1 + fi2hi∗0)

+
∑

i<j<s<t

fi0hi∗0fj0hj∗0fs0hs∗0ft0ht∗0 = 0.

In [17] the relations Lk = Rk for the first two bits have been explicitly written as

functions of the (Fi), which allows to highlight a certain symmetry in the equations

which are quadratic. However, this property does not seem to speed up the computa-

tion. Here we carry out these computations, these N equations have total degree four

in the (Fi). To give an idea of the complexity, if N = 17 for instance, according to

tests carried out, each equation contains hundreds of terms.

2.5 The N equations associated to the fourth bit

According to the formulas (3), (4), (5), (6) giving S0, S1, S2, S3, the relations Lk3 = 0

can be written in W4[F2], but they are much more intricate. These can be also obtained

by implementing general Witt vector arithmetic.

Here we obtain N equations of total degree eight in the (Fi). Once again, in the

case N = 17, and according to the tests carried out, each equation contains thousands

of terms.

3 Analysis of the theoretical complexity

In [17], the computations and complexity of the NTRU algebraic attack was evaluated

using relinearization (XL [8], or one of its variants XLS and FXL [8]). Here, we

propose to use a more efficient tool for solving algebraic systems, namely fast Gröbner

bases [7, 6] algorithms: F4 [10] (also available in the Magma computer algebra system)

or the most recent F5 algorithm [11]. In particular, it has been proved [1] – from both a

theoretical and practical point of view – that XL [8] is less efficient than F5. Due to the

range of examples that become computable with F5, Gröbner basis can be considered as

a reasonable computable object in real scale applications. For several systems arising

in cryptography, F5 has achieved good results (for instance on HFE [13]).

Now, we consider the concept of a semi-regular sequence of polynomials; approxi-

mately, it is a generic sequence of polynomials. The mathematical definition is given

in [4, p. 9] and we use the following three properties.
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Algebraic attack on NTRU 211

i) In [4, p. 10] and [3] the authors conjecture, in agreement with numerical tests,

that if we randomly select a system containing equations in a large number of

variables in F2, then the associated sequence is almost surely semi-regular.

ii) If we want to solve (using the F5 algorithm [11]) a system in N variables which

is a semi-regular sequence, then a theoretical estimation of the complexity of this

problem is computed in [4, p. 17] and [3]: Let dreg be the index of regularity and

(N

m
) be the number of m-combinations of {1, . . . , N}, then, using sparse linear

algebra techniques, the complexity of solving the associated linear system is

O

((

N

dreg

)2)

. (7)

iii) Moreover, the value of dreg is given explicitly, in [4, p. 12] and [3], as a function

of the number of equations and their degrees:

Theorem 3.1. For a semi-regular system (f1, . . . , fm) such that di = deg(fi), the

index of regularity dreg is the first non-negative coefficient in the power series

H(z) =
m
∏

i=1

(

1

1 + zdi

)

(1 + z)
n

.

We return to our systems in N variables, the tests carried out for N ≤ 25 are in

agreement with the results obtained by applying the calculations exposed in ii) and iii).

Thus, in the following we assume that, during our attack, the considered systems are

semi-regular sequences.

• Case 1: two bits are used (m′ = 2). In that case m = n = N and di = 2 so that

H(z) =

(

1 + z

1 + z2

)N

.

• Case 2: three bits are used (m′ = 3). In that case n = N , m = 2N and di = 2

(resp. di = 3) when i ≤ N (resp. i > N ) and we have

H(z) =

(

1 + z

(1 + z2)(1 + z4)

)N

.

• Case 3: four bits are used (m′ = 4). In that case n = N , m = 3N and

di =











2 if 1 ≤ i ≤ N,

3 if N + 1 ≤ i ≤ 2N,

4 if 2N + 1 ≤ i ≤ 3N,

and we have

H(z) =

(

1 + z

(1 + z2)(1 + z4)(1 + z8)

)N

.
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212 Gérald Bourgeois and Jean-Charles Faugère

In the following tabular, we report the value of dreg for the usual NTRU parameters:

dreg\N 2 bits 3bits 4bits

251 29 28 28

503 53 52 52

From formula (7) it is easy to estimate the computational complexity τ for the same

parameters:

τ\N 2 bits 3bits 4bits

251 2252 2246 2246

503 2480.5 2474 2474

When N = 251 (standard security parameter for NTRU) and when we use three bits

instead of two bits, then the complexity is theoretically divided by sixty. On the other

hand, considering the fourth bit is (almost) useless; this last result can seem paradoxical

but it comes from the introduction of equations of very high degree.

Remark. According to [2, p. 19], the cryptanalysis of the HFE challenge in [13] was

effective because the associated sequence was not semi-regular and then was much

easier to solve.

4 Experiments with two and three bits

The performance of computations was measured by using a 1.6 GHz Intel Pentium

IV processor provided with 1 GB RAM. During the practical tests it is possible to

work with FGb inside the general computer algebra system Maple (Maple 12 see [12]),

however, some of the Gröbner bases computations which follow were carried out by the

second author using the F5 algorithm. For N = 25, q = 128, we choose randomly F
and g of degree 24 without fixing the number of non-zero terms (all random examples

provide similar results). The quadratic system obtained in [17], thanks to the first two

bits, admits between one and five solutions and is solved in 15 sec, which is almost the

computing time of a random system of the same size. Of course, it is easy to recover

the solution which leads to the private key. If we take the third bit into account, the 25

additional equations (Lk2 = 0) are developed according to (Fi) in few minutes on a PC

using Maple. Now, we have to solve a system of 50 equations with 25 variables, there

is only one solution, obtained in 8 sec. For N = 25 the computing time is divided by

two. Moreover, this last factor increases with N (experiments done for N ≤ 26). Here

the maximal degree observed during the computation is five (in accordance with the

theoretical bound given by theorem 3.1) and the introduction of the fourth bit is useless

because the N supplementary equations induced by Lk3 = 0 are of degree eight. If

N = 27 then the maximal degree six is reached but the experiment fails because of a

lack of memory. Thus we cannot test the contribution of the fourth bit.
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Algebraic attack on NTRU 213

5 Conclusion

We have completely tested the attack on NTRU using Witt vectors and Gröbner bases.

In [17] only the first two bits of the Witt vectors were considered. Here, using the first

three bits, we obtain N additional equations of degree four, so the system becomes

overdetermined but unfortunately the associated sequence behaves like a semi-regular

sequence of polynomials. For standard values of the parameter, such as N = 251, we

have shown that the computing time is divided by sixty. Yet, complexity for solving

this system is around 2246 and we are unable to break NTRU.

If we consider the fourth bit, one observes that adding equations of degree eight

does not decrease the complexity of the attack.

Thus, the algebraic attack using Witt vectors is not effective if one wants to solve

the associated system using Gröbner basis algorithms.
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